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SNIR BEN OVADIA

Abstract. We study the conditional measures of every invariant prob-
ability measure for every C1+γ diffeomorphism of a closed Riemannian
manifold, and we show that they always admit an asymptomatic local
product structure. This is a direct application of the notion of tubular
dimension which we introduce and study in the manuscript. As an addi-
tional application we prove a bound on any two consecutive conditional
entropies in terms of volume growth.
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1. Introduction and main results

1.1. Motivation. Given a dynamical system (M, f), invariant probability
measures are an important object, which represents the system in its dif-
ferent “equilibria”, where the probability of an event does not change with
time.

In particular, smooth dynamical system (i.e M is a closed Riemannian
manifold, and f ∈ Diff1+(M)) are important as models of physical systems,
where we expect the time evolution map to be smooth. Such systems are
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endowed with a geometric structure, and a natural question is to under-
stand the interplay between the geometry of the space, and “the geometry
of invariant measures”. For example, are invariant measures exact dimen-
sional? Can we find singular sub-manifolds on which an invariant measure
disintegrates in a non-atomic manner? What is the relationship between
Lyapunov exponents, which are a dynamical quantity which measures chaos,
and entropy, a measure theoretic measurement of chaos, and the dimension
of invariant measures? This question relates to the understanding of the
geometry of Bowen balls and balls.

Thanks to Pesin theory [Pes77] we know that every measure which admits
a positive Lyapunov exponent a.e admits a singular smooth sub-manifold
a.e, called an unstable leaf. Studying the measure theoretic properties of
the conditional measures on unstable leaves has physical importance (see for
example the study of SRB and physical measures [You02]).

In [LY85b], Ledrappier and Young proved that for any measure with
positive entropy, the conditional measures on unstable leaves have a rich
structure, which includes exact point-wise dimension. Moreover, conditional
measures on unstable leaves can be disintegrated further into “stronger” un-
stable leaves, corresponding to larger Lyapunov exponents. Ledrappier and
Young gave a complete formula to compute the point-wise dimension of each
conditional measure on a strong unstable foliation, where the formula is in
terms of Lyapunov exponents and conditional entropy. The notion of condi-
tional entropy is a natural extension of the metric entropy: In [BK83] Brin
and Katok showed that the entropy of a measure can be computed by the
asymptotic exponential decay rate of the measure of Bowen balls; Condi-
tional entropy extends this notion by considering asymptotic exponential
decay rate of the conditional measure of Bowen balls. Thus Ledrappier and
Young put together in one formula three of the most important quantities of
smooth dynamical systems: dimension, entropy, and Lyapunov exponents.

A remarkable aspect of this result is the fact that in particular the con-
ditional measures on unstable foliations are non-atomic in the presence of
positive entropy (and similarly for strong unstable foliation and conditional
entropy). This implies that the invariant measure is “localized” on smooth
geometric objects.

To illustrate this, consider the strong unstable foliation inside an unstable
leaf, on which the conditionals admit a positive dimension- i.e “many” typi-
cal points inside such a leaf, but not full dimension. Now consider any other
typical foliation, for example a foliation by planes in the chart of the unsta-
ble leaf. Then each plane intersects each strong leaf at finitely many points
(typically), and the less probable case is that this intersection happens at a
typical point.

Another heuristic of the non-triviality of that fact, is the lack of transverse
foliations which correspond to weakly expanding directions in an unstable
leaf. Their lacking implies the difficulty to find any foliations transverse to
the strong unstable leaves on which the conditionals are non-atomic.
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The proof of Ledrappier and Young involves computing the measure of
transverse balls (see Definition 2.4), which are balls saturated by leaves of
the strong unstable foliation. One can think of transverse balls as “long” in
the direction of the strong expansion, and “narrow” in the direction of the
weak expansion.

Q1: What dynamically significant object can we define which is “long” in

the weak direction?

Q2: How can we compute the measure of such an object?

Q3: Can we find such an object with a nice geometric description as well?

We call such an object a tube (see Definition 4.1), referring to its geometric
proportions, and to its desired nice geometric description. Questions 1-3
are particularly interesting in light of the lacking of dynamical foliations
transverse to the strong unstable leaves.

The idea behind the notion of tubes, is to find an object such that if
the weakly expanding direction were to be integrable, the tube would be
almost a pluck of that invariant foliation. However, even in that case, there
is no guarantee that the conditional measures on that foliation would be
non-atomic. Moreover, even in the case that there is such a foliation, and
that the conditional measures on this foliation have non-trivial structure,
there is still no guarantee that they would admit an asymptotic local product
structure, as illustrated in Figure 3 below.

In [BPS99], Pesin, Barreire, and Schmeling showed that hyperbolic mea-
sures (i.e no zero Lyapunov exponents, and at least one positive exponent
and one negative exponent) are exact dimensional (rather than only their
conditionals). They showed further that hyperbolic measures admit asymp-
totic local product structure, which we explain below.

Fig.1 Fig. 2 Fig. 3

Assume that we have a discrete measure in a chart where each atom has
equal mass. We can then cover the full measure set of atoms by 3 different
covers: vertical cylinders (called verticals), horizontal cylinders (called hori-
zontals), and intersections of both (called boxes). In the three figures above
we illustrate the distribution of a measure with, and without a product
structure.

In figure 1 we see nine total atoms, covered by at least nine boxes. Each
vertical contains exactly three atoms, and at least three verticals are required
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in order to cover the measure. Similarly for the horizontals. The notion of
product structure in this context means that the number of boxes needed
to cover the measure is the product of the number verticals needed and
horizontals needed. The intersection of every vertical which contains an
atom with a horizontal which contains an atom, is a box which contains an
atom.

In figure 2, we see the extreme opposite of a product structure: a diagonal
measure. Each cylinder contains exactly one atom, and the number of hor-
izontals needed to cover the measure, times the number of verticals needed
to cover the measure, is three times bigger than the number of boxes needed.
For every horizontal which contains an atom, only one vertical intersects it
in an atom. However, diagonal measures are not the only case with no prod-
uct structure. In figure 3 we see another example with no product structure,
but which is not diagonal.

The notion of asymptotic local product structure is that for almost every
point, at small enough scale, the number of boxes needed to cover the mea-
sure (or a large measure subset of “good” points) is exponentially large (in
the presence of positive entropy), while the number of boxes is up to a sub-
exponential factor the product of the number of verticals and the number
of horizontals.

In [BPS99] the authors prove that every hyperbolic measure has an as-
ymptotic local product structure, where the horizontals are Bowen balls to
the past, and the verticals are Bowen balls to the future. This statement
gives useful information on the geometry of the localization of hyperbolic
measures. Their proof relies on the fact that both families of horizontals
and verticals consist of dynamically meaningful objects, and on the fact that
Bowen balls to the past are saturated by unstable leaves (resp. stable leaves
for Bowen balls to the future). See also [Xie14] where the author studies the
Smale structure of conditional measures for linear toral automorphisms.

Q4: Can we also show an asymptotic local product structure by tubes

and transverse balls?

1.2. Main results. In this paper we answer questions Q1-Q4 from §1.1,
and offer a couple of applications.

(1) We introduce tubes (see Definition 4.1), which are elongated in the
weakly expanding direction, with exponential eccentricity. In §4
we show geometric measure theoretic properties of tubes (e.g they
form a differentiation basis), and we compute their measure as a
function of their eccentricity, which is called the tubular dimension
(see Definition 4.6).

(2) As a first application to the formula of the tubular dimension, we
prove that for every f -invariant measure, the conditional measures
on unstable leaves admit asymptotic local product structure (see §5).
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(3) As an additional application, in §6 we give a bound to the entropy
gap

hi+1(x)− hi(x) ≤ Vr
ki+1(x)

(f),

for any two consecutive conditional entropies hi and hi+1 (see Def-
inition 2.2) almost everywhere for any f -invariant measure, where
the gap is bounded by the volume growth Vr

ki+1(x)
(f) (see Definition

6.1 and Theorem 6.3).

Remark: A special variation of the formula for the intermediate entropy
(Theorem 3.3) is Corollary 3.4, whose special case for i = u states the
following: Let f ∈ Diff1+γ(M), and let µ be an f -invariant Borel probability,
then for µ-a.e x, for all r > 0,

(1) lim
n→∞

−1

n
logµξu(x)(B(x, n, e−rn)) = hµx(f) + r · du(x),

where µx is the ergodic component of x, µξu(x) is the conditional measure

on a partition subordinated to the unstable foliation, and B(·, n, e−rn) is
a Bowen ball. In [DQ24], the authors study (1), and conclude additional
applications.

2. Setup and definitions

Let M be a closed Riemannian manifold of dimension d ≥ 2, and let
f ∈ Diff1+γ(M) with γ > 0.

Definition 2.1 (Pesin blocks). Let µ be an ergodic f -invariant probability
measure which admits u ≥ 1 distinct positive Lyapunov exponents. Set χ :=
((χ1, k1), . . . , (χu, ku)), where ki is the dimension of the Oseledec subspace
corresponding to χi for all 1 ≤ i ≤ u, and χi > χi+1 for all 1 ≤ i ≤ u− 1.

(1) Let 0 < τ ≤ τχ := 1
100d min{χu,χi − χi+1 : i ≤ u − 1}, and let

Cχ,τ (·) be the Lyapunov change of coordinates for points in LRχ =

{Lyapunov regular points with an index χ} (see [KM95]).

(2) Let PRχ = {x ∈ LRχ : lim supn→±∞
1
n log 󰀂C−1

χ,τ (f
n(x))󰀂 = 0, ∀0 <

τ ≤ τχ}, the set of χ-Pesin regular points which carries µ. PR :=󰁖
χ PRχ is called the set of Pesin regular points.

(3) Given x ∈ PRχ, let Ej(x) be the Oseledec subspace of x correspond-
ing to χj.

(4) A Pesin block Λ
(χ,τ)

ℓ is a subset of
󰁖

|χ′−χ|∞<τ PRχ′ which is a level

set [qτ ≥ 1
ℓ ] of a measurable function qτ :

󰁖
|χ′−χ|∞<τ PRχ′ → (0, 1)

s.t (a) qτ◦f
qτ

= e±τ , (b) qτ (·) ≤ 1

󰀂C−1
χ,τ (·)󰀂

d
γ
. Often we omit the subscript

ℓ when the dependence on ℓ is clear from the context.
(5) Given i ≤ u, there exists a strong unstable leaf W i(x) tangent to

⊕j≤iEj(x), for µ-a.e x (see [Rue79] for example). The laminations
W 1 > . . . > W u are called the intermediate foliations.
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Definition 2.2 (Conditional entropy and dimension [LY85b]). Let µ be an
ergodic f -invariant probability measure which admits u ≥ 1 distinct positive
Lyapunov exponents. Let ξi, i = 1, . . . , u be the increasing measurable parti-
tions subordinated to the intermediate foliations constructed in [LY85b, § 9],
and let {µξi(x)} be the system of conditional measures given by the Rokhlin
disintegration theorem.

(1) Given ξi(x), for y ∈ ξi(x) write d
i
n(y, x) := max

0≤j≤n
dfj [ξi(x)](f

j(y), f j(x)).

(2) Bξi(x)(x, n, 󰂃) := {y ∈ ξi(x) : d
i
n(y, x) ≤ 󰂃}.

(3) hi(x) := lim󰂃→0 lim sup −1
n logµξi(x)(Bξi(x)(x, n, 󰂃)).

(4) di(x) := lim supr→0
µξi(x)

Bξi(x)
(x,r)

log r .

Theorem 2.3 ([LY85a, LY85b]). Let µ be an ergodic f -invariant probability
measure which admits u ≥ 1 distinct positive Lyapunov exponents. Then for
all 1 ≤ i ≤ u,

(1) hi(x) = lim󰂃→0 lim inf −1
n logµξi(x)(Bξi(x)(x, n, 󰂃)) is constant a.e,

(2) di(x) = lim infr→0
µξi(x)

Bξi(x)
(x,r)

log r is constant a.e,

(3) for i ≤ u− 1, di+1 − di =
hi+1−hi

χi+1
,

(4) hu = hµ(f).

Definition 2.4 (Transverse structure). Let µ be an ergodic f -invariant
Borel probability measure, and assume that µ admits u ≥ 2 distinct posi-
tive Lyapunov exponents.

(1) Given 1 ≤ i ≤ u−1 and a partition element ξi+1(x), Ledrappier and
Young construct in [LY85b, § 11] a transverse metric dTi+1(·, ·) on

ξi+1(x).
1 Their construction uses the fact the strong foliation ξi >

ξi+1 is Lipschitz, which they prove for f ∈ Diff2(M). In [BPS99],
Barreira, Pesin, and Scmeling extend the proof to our setup, where
f ∈ Diff1+γ(M), and the strong foliation ξi is restricted leaves of

points in a Pesin block Λ
(χ,τ)

ℓ , where τ > 0 is sufficiently small w.r.t
χu.

(2) A transverse ball is a ball in the transverse metric dTi+1(·, ·).
(3) By [LY85b, § 8.3], for each ξi+1 and x ∈ Λ

(χ,τ)

ℓ there exists a Lip-

schitz change of coordinates Ox s.t all W i-unstable leaves of Λ
(χ,τ)

ℓ
become planes. Ox depends only on the leaf ξi+1(x). Let πi+1 be

the projection onto the RdimW i+1−dimW i
-coordinates and πi be the

projection onto the RdimW i
-coordinates.

Assume w.l.o.g once and for all throughout this paper that µ is ergodic
and χu > 1.

1The transverse metric is defined for ηi+1/ηi in [LY85b, § 11], and extends to ξi+1

through the extension of the Lipschitz continuous projection map on a compact set.
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Definition 2.5 (Pucks, intermediate entropy, and scaling parameters). Given
1 ≤ i ≤ u− 1, fix ∆ > 0, the window scale, and

(1) Let β ∈ (∆χi
, ∆
χi+1

)∩Q, and let α := (∆− χi+1β) ∈ (0,∆ · (1− χi+1

χi
))

be the scaling parameters.
(2) Define the i+ 1-th (∆,β, n, 󰂃)-puck at x,

Pn,󰂃(x) := f−⌈nβ⌉[BT (f ⌈nβ⌉(x), e−αn−󰂃n)],

for all n ∈ N. To ease notation, we refer to (∆,β, n, 󰂃)-pucks as
simply (n, 󰂃)-pucks.

(3) Set the i+ 1-th intermediate entropy of µ at x:

hIi+1(x) = hIi+1(x,∆,β) := lim
󰂃→0

lim sup
n→∞

−1

n
logµξi+1(x)(Pn,󰂃(x)).

(4) The lower i+ 1-th intermediate entropy of µ at x is defined by

hIi+1(x) = hIi+1(x,∆,β) := lim
󰂃→0

lim inf
n→∞

−1

n
logµξi+1(x)(Pn,󰂃(x)).

Remarks:

(1) The limit over 󰂃 in the definition of the intermediate entropy exists
(similarly for the lower intermediate entropy), since it is monotone
in 󰂃.

(2) Note that it is clear from definition that the lower intermediate en-
tropy is always non-negative (and so does the intermediate entropy).

(3) The transverse metric on ξi+1 is canonical in the sense that all trans-
verse metric are equivalent due to the Lipschitz property of the ξi
foliations, hence the intermediate entropy and the lower intermediate
entropy do not depend on the metric dTi+1(·, ·).

(4) The notion of intermediate entropy (and similarly lower intermediate
entropy) extends naturally to non-ergodic measures. By the point-
wise ergodic theorem each unstable leaf carries typical points of at
most one ergodic component, and so the conditional measures are
always computed for an ergodic component.

(5) The definition extends trivially to the case where µ admits no posi-
tive Lyapunov exponents: The conditional measures are Dirac delta
measures, hence hIi+1(x) = 0 µ-a.e; Therefore from here onwards we
assume that µ admits a positive Lyapunov exponent a.e.

(6) The definition of the i + 1-th intermediate entropy extends to the
case i = 0 where ξ0 is the partition into points, and so the transverse
metric is simply the metric of ξ1.

(7) The assumption χu > 1 does not make us lose generality, since if

χu ∈ (0, 1) we may always consider f
⌈ 2
χu

⌉ ∈ Diff1+γ′
(M) which pre-

serves µ and χu(µ, f
⌈ 2
χu

⌉
) ≥ 2 > 1.
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(8) Note, by the choice of α and β, when 󰂃 > 0 is small enough so
χi · β > ∆+ 󰂃,

e−nα−n󰂃 · e−nβχi+1 =e−∆n−n󰂃 ≫ e−nβχi .(2)

Therefore the pucks are “long” in the χi+1-direction, but are very
“thin” in other directions.

3. Covers, differentiation, and the intermediate entropy

3.1. Covering and differentiation lemmas. In this section we prove
some useful geometric measure theoretic properties of pucks, and give a
formula to the intermediate entropy. This will be the underlying founda-
tions which allows us to later on compute the tubular dimension (§4), prove
the leaf-wise asymptotic local product structure (§5), and bound the entropy
gaps by volume growth (§6).

Lemma 3.1 (Puck covers). There exists a constant Cd which depends only
on the dimension d, s.t for a.e x, for every n ∈ N, and for every 󰂃 > 0,
every set A ⊆ ξi+1(x) can be covered by pucks centered at A, Pn s.t for all
P ∈ Pn, #{P ′ ∈ Pn : P ∩ P ′ ∕= ∅} ≤ Cd.

Proof. Assume w.l.o.g that nβ ∈ N. Notice that pucks refine the parti-
tion f−nβ [ξi+1], therefore it is enough to cover with a bounded multiplicity
A ∩ f−nβ [ξi+1(x0)] for x0 ∈ A. Then we can cover by fnβ [Pn,󰂃(·)] the set

fnβ [A] ⊆ ξi+1(f
nβ(x0)). Note, that fnβ [Pn,󰂃(·)] = BT (fnβ(·), e−αn−n󰂃) by

definition, hence we simply cover by transverse balls, which admit a Besi-
covitch cover with a multiplicity bounded by Cd. □
Lemma 3.2 (Puck differentiation). Let A ∈ B, then for all 󰂃 > 0, µ-a.e
x ∈ A:

lim
󰂃→0

lim sup
n→∞

−1

n
log

µξi+1(x)(Pn,󰂃(x) ∩A)

µξi+1(x)(Pn,󰂃(x))
= 0.

Proof. The proof is similar to [BORH24, Lemma 2.3], where Lemma 3.1 is
used in place of [BORH24, Lemma 2.2]. □

3.2. The intermediate entropy.

Theorem 3.3. Let 1 ≤ i ≤ u− 1, then for µ-a.e x,

hIi+1(x) = hIi+1(x) = βhi+1 + α
hi+1 − hi

χi+1
.

Proof. Let n ∈ N and let 󰂃 > 0, and assume w.l.o.g that nβ ∈ N. The
idea of the proof is to compute µξi+1(fnβ(x))(B

T (fnβ(x), e−αn−n󰂃)), and then

estimate the change of conditional measure when pulling backwards by f−nβ .
Assume first that for all δ > 0 there exists 󰂃δ > 0 small enough, s.t for all

󰂃 ∈ (0, 󰂃δ), there exists n󰂃 s.t ∀n ≥ nδ,

(3) µξi+1(fnβ(x))(B
T (fnβ(x), e−αn−n󰂃)) = e

−nα
hi+1−hi

χi+1
±δn

.
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Under this assumption, we continue to estimate µξi+1(x)(Pn,󰂃(x)): Write

Qk := fk[Pn,󰂃(x)] and µk := µξi+1(fk(x)), then

µξi+1(x)(Pn,󰂃(x)) =

nβ−1󰁜

k=0

µk(Qk)

µk+1(Qk+1)
· µnβ(Qnβ).(4)

Note, f−1[Qk+1] = Qk, then by the invariance of µ and the uniqueness of
conditional measures:

µk(Qk)

µk+1(Qk+1)
= µk(f

−1[ξi+1(f
k+1(x))]) =: e−Ii+1(x).

By the point-wise ergodic theorem, for µ-a.e x,

lim
nβ→∞

1

nβ

nβ−1󰁛

k=0

Ii+1 ◦ fk(x) =

󰁝
Ii+1dµ.

By [LY85b, § 9.2, § 9.3], the r.h.s equals hi+1, and so we are only left to
prove (3).

By [LY85b, § 11.4], for µ-a.e y,

lim
n→∞

−1

n
logµξi+1(y)(B

T (y, e−αn−n󰂃)) =
hi+1 − hi

χi+1
(α+ 󰂃).

Let δ > 0 small, and let n′
δ ∈ N large enough so µ(Ωδ) ≥ 1− δ3 where

Ωδ :=
󰁱
y : ∀n ≥ δ2n′

δ,µξi+1(y)(B
T (y, e−αn−n󰂃)) = e

−n
hi+1−hi

χi+1
(α+󰂃)±δ2n

,

1

n

n−1󰁛

ℓ=0

Ii+1(f
−ℓ(y)) = hi+1 ± δ2

󰁲
.

By the point-wise ergodic theorem, for µ-a.e x there exists nδ ≥ n′
δ s.t

∀n ≥ nδ, ∃j ∈ [n(1 + δ2), n(1 + 2δ2)] s.t f j(x) ∈ Ωδ, thus

µnβ(Qnβ) ≥µn(f
−(j−n)[BT (f j(x), e−αn−󰂃n)])

≥e
−n

hi+1−hi
χi+1

(α+󰂃)±δ2n · exp
󰀣
−(j − n)

1

j − n

j−1󰁛

ℓ=n

Ii+1(f
−ℓ)(f j(x))

󰀤
.

Since 2δ2n ≥ j − n ≥ δ2n, by the definition of Ωδ, for all δ > 0 small

enough, we get µnβ(Qnβ) ≥ e
−nα

hi+1−hi
χi+1

−δn
. The upper bound is shown

similarly. □

Remark: Note, the formula for the intermediate entropy can be also written

as hIi+1(x) = βhi +∆hi+1−hi

χi+1
. This alludes to the asymptotic local product

structure which we prove in §5, since it implies:

µξi+1(x)(Pn,󰂃(x)) ≈ µξi(x)(Pn,󰂃(x)) · µξi+1(x)(B
T (x, e−∆n)).
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Corollary 3.4. Let 1 ≤ i ≤ u, then for µ-a.e x, for all r > 0,

lim
n→∞

−1

n
logµξi(x)(B(x, n, e−rn)) = hi(x) + r · di(x).

Proof. In fact, this is a Corollary of the proof of Theorem 3.3, not directly
its statement. We decompose the proof of this corollary into two steps:

Step 1: lim
n→∞

−1
n logµξi(x)(f

−n[Bξi(fn(x))(f
n(x), e−rn)]) = hi(x)+r ·di(x).

The purpose of this intermediate step is to relate the statement of the
corollary directly with the statement of Theorem 3.3. Indeed, step 1 is
proved exactly the same way as Theorem 3.3, where instead of (3), we use
the following estimate: For all δ > 0 there exists 󰂃δ > 0 small enough, s.t
for all 󰂃 ∈ (0, 󰂃δ), there exists n󰂃 s.t ∀n ≥ nδ,

(5) µξi(fn(x))(Bξi(fn(x))(f
n(x), e−nr±n󰂃)) = e−ndir±δn.

Equation (5) follows similarly to (3), by the point-wise dimension properties
of µξi , also given by [LY85b].

Step 2: We observe that for µ-a.e x, for all r > 0 and 󰂃 ∈ (0, r), for all

n large enough, Bξi(fn(x))(f
n(x), e−(r−󰂃)n) is contained in the Pesin chart of

fn(x), and consequently,

f−n[Bξi(fn(x))(f
n(x), e−(r+󰂃)n)] ⊆Bξi(x)(x, n, e

−rn)

⊆f−n[Bξi(fn(x))(f
n(x), e−(r−󰂃)n)].

Moreover, it is clear that by the regularity of the local unstable leaf ξi(x),
we may replace Bξi(x)(x, n, e

−rn) by B(x, n, e−rn) ∩ ξi(x).
□

Lemma 3.5. For µ-a.e x,

hI1(x) = hI1(x) =
h1
χ1

(α+ χ1β).

Proof. The definition of pucks indeed extends to the case of i = 0 (see the
sixth itemized remark after Definition 2.5):

Pn,󰂃(x) = f−nβ [Bξ1(x)(f
nβ(x), e−nα−n󰂃)].

Therefore, for all δ > 0, for all 󰂃 > 0 small enough, for µ-a.e x, for all n
large enough so nβ ∈ N,

Bξ1(x)(x, e
−∆n−δn) ⊆ Pn,󰂃(x) ⊆ Bξ1(x)(x, e

−∆n+δn).

Thus hI1(x) = ∆h1
χ1

= α+χ1β
χ1

h1 µ-a.e. □

Remark: The formula in Lemma 3.5 coincides with the formula in Theorem
3.3 when substituting i = 0 and h0 = 0.
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4. Tubes and tubular dimension

For i = 2, the action of differential in the ξ1 leaves is almost conformal-
in the sense that around good Pesin points, the differential acts with the
maximal Lyapunov exponent, up to a small exponential error.

However, for i > 2, this is no longer the case, as the action of the differ-
ential acts with different exponents in different Oseledec directions, which
breaks the conformality. In turn, this gives the pucks a “distorted” shape
in the ξi direction.

The purpose of this section is to treat this issue, and define a proper
object with a nice geometric description, whose measure we can estimate.
This is done by saturating the pucks into tubes. Recall Definition 2.4.

Definition 4.1 (Tubes). Let 1 ≤ i ≤ u− 1.

(1) We restrict the range of values of the scaling parameter β further-
let

βi+1 ∈
󰀕
∆

χi
,min

󰀝
∆

χi · (1− θ)
,

∆

χi+1

󰀞󰀖
∩ Q,

where θ > 0 is the Hölder exponent of the i+1-th Oseledec direction
on Λ(χ,τ), whenever 0 < τ < 1

4 mini ∕=j{|χi − χj |, |χu|}. βi+1 is called
the tubular scale. Since ∆ is fixed, we write βi+1 to denote that it
lies in the restricted range of values.

(2) Fix a Pesin block Λ := Λ
(χ,τ)

ℓ , and let x ∈ Λ. Then the i + 1-th
(n, 󰂃,Λ)-pre-tube at x is defined by

Ťn,󰂃(x) :=
󰁞󰁱

Pn,󰂃(y) : y ∈ Bξi(x)(x, e
−nχiβi+1) ∩ Λ

󰁲
.

Given ∆ > 0, the i+ 1-th (∆,βi+1, n, 󰂃)- tube at x is defined by

Tn,󰂃(x) := BT (x, e−∆n) ∩ {y : |πi(y)− πi(x)| ≤ e−nχiβi+1+
√
󰂃n}.

To ease notation we refer to (∆,βi+1, n, 󰂃)-tubes as (n, 󰂃)-tubes or
tubes.

Remark: Note, θ is well-defined and depends only on χ, by [KdlLPW01,
Appendix A]. In addition, note that we have max{χi+1βi+1,χiβi+1(1−θ)} <
∆ < χiβi+1.

4.1. Tubular covers and differentiation.

Lemma 4.2 (Tubular covers). For µ-a.e x, for every A ⊆ ξi+1(x), A can
be covered by tubes in a Besicovitch manner, with a multiplicity bounded by
󰁨Cd, where 󰁨Cd is a constant depending on the manifold and the partitions
ξi, ξi+1.

Proof. We first cover Ai := π−1
i+1[A] by a specific cover of transverse balls:

Take x1 ∈ Ai. Given {x1, . . . , xn}, take xn+1 ∈ A \
󰁖

j≤nB
T (xj ,

1
2e

−∆n).

The process continues as long as Ai is not covered. However, ∀j ∕= j′,
BT (xj ,

1
6e

−∆n)∩BT (xj′ ,
1
6e

−∆n), therefore the process stops at a finite time
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N , as the quotient space ξi+1/ξi admits a metric with finite volume. Let
VolT be the volume on the quotient space, then the cover CT has multiplicity

bounded by
maxVolT (BT (·, 3

2
e−∆n))

minVolT (BT (·, 1
6
e−∆n))

≤ maxVolT (BT (·, 9
2
e−∆n))

minVolT (BT (·, 1
6
e−∆n))

≡ 󰁨Ci+1.

For every B ∈ CT , cover A ∩ B in a Besicovitch cover by tubes, with
multiplicity bounded by Cd. Denote this cover by CB. This is possible since
each tube extends across B, and it is enough to cover πi[B ∩ A] in ξi by
balls.

We claim that the cover C :=
󰁖
{CB : B ∈ CT } has multiplicity bounded

by 󰁨Ci+1 · Cd ≡ 󰁨Cd. For every B ∈ CT ,
󰁖

CB ⊆ 3
2B. However, the number of

B′ ∈ CT s.t 3
2B ∩ 3

2B
′ ∕= ∅ is bounded by

VolT ( 9
2
B)

minVol( 1
6
B′)

≤ 󰁨Ci+1. Inside each

B′, the cover has multiplicity bounded by Cd, and we’re done. □

Corollary 4.3 (Tubular differentiation). Let A ∈ B, then for all 󰂃 > 0,
µ-a.e x ∈ A:

lim
󰂃→0

lim sup
n→∞

−1

n
log

µξi+1(x)(Tn,󰂃(x) ∩A)

µξi+1(x)(Tn,󰂃(x))
= 0.

Proof. The proof is similar to [BORH24, Lemma 2.3], where Lemma 4.2 is
used in place of [BORH24, Lemma 2.2]. □

4.2. Tubular dimension.

Lemma 4.4 (Fake (i+1)-weak leaves [DKRH24, § 5, Proposition 6.4]). For
every i ≤ u−1, for every 󰂃 > 0, for µ-a.e x, for all n ∈ N large enough, there
exists a map η : BRdimEi+1(x)(x, e

−(χi+1+󰂃)n) → ξi+1(x) s.t for all 0 ≤ k ≤ n,

(1) CCfk(x)

󰀓
Im(fk ◦ η) ∩Bξi+1(fk(x))(f

k(x), e−(χi+1+󰂃)n)
󰀔

is the graph

of a C1+2θ function Γk,
(2) 󰀂Γk󰀂C1+2θ ≤ 1,
(3) Tfk(x)Graph(Γk) = Ei+1(f

k(x)).

Remark:

(1) Formally, the fake weak leaves of [DKRH24, § 5] are central-stable
leaves (i.e tangent to ⊕j:χj≤0Ej(·)); However, the proof extends triv-

ially to (i+1)-weak leaves inside W i+1, where the weak contraction
in Pesin charts corresponds to e−χi+1±󰂃, rather than e0±󰂃, hence the
respective domain of the graphs is B(·, e−(χi+1+󰂃)n).

(2) While [DKRH24, Proposition 6.4] shows that Γk are C1+θ, we may
assume w.l.o.g that 󰀂Γk󰀂C1+2θ ≤ 1, as θ can be arbitrarily small.

Proposition 4.5. Let 󰂃 > 0 small, and let Λ = Λ(χ,τ) be a Pesin block with
0 < τ < 󰂃. Then for all n large enough, for µ-a.e x ∈ Λ,

Tn,󰂃(x) ⊇ Ťn,󰂃(x).
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Proof. For all 󰂃 > 0, for every y ∈ ξi(x) ∩ Λ, Pn,󰂃(y) ⊆ BT (x, e−n∆) for
all n large enough w.r.t Λ. Therefore, we wish to show that ∀z ∈ Pn,󰂃(y),

|πi(z)− πi(x)| ≤ e−nχiβi+1+
√
󰂃n.

Let ηx be the (i + 1)-weak leaf given by Lemma 4.4. Note, Im(ηx) ⊆
Pn,󰂃(x), and so given y1, y2 ∈ Bξi(x)(x, e

−nβi+1χi), and given z1 ∈ Pn,󰂃(y1)
and z2 ∈ Pn,󰂃(y2), the disposition |πi(z1)− πi(z2)| is bounded by:

|πi(z1)− πi(z2)| ≤2e−nβi+1χi

+2e−n∆ · (sin∢(Ei+1(y1), Ei+1(y1)) + (e−∆n)2θ)

+2e−nβi+1χi+n2󰂃.

The angle is bounded by ∢(Ei+1(y1), Ei+1(y1)) ≤ CHöl(Λ) ·e−nβi+1χiθ. Since
βi+1 <

∆
χi(1−θ) , we have

e−n∆ · e−nβi+1χiθ ≤ e−nβi+1χi .

Finally, ∆ · (1 + 2θ) ≥ χiβi+1 whenever ∆ ∈ [χiβi+1
1

1+2θ ,χiβi+1). Indeed,
1

1+2θ ≤ 1− θ for all θ > 0 small enough.

Thus, for all n large enough, Tn,󰂃(x) ⊇ Ťn,󰂃(x). □
Remark: Proposition 4.5 is the key place where we need to use the choice of
parameters ∆, and consequently βi+1. They are necessary to compensate for
the fact that the Ei+1(·) distribution is merely Hölder continuous on Pesin
blocks and not Lipschitz. The key is to “shorten” a Bowen ball enough
into a puck, so the Hölder regularity is sufficient. The lack of conformality
(i.e χi > χi+1) is what allows us to make sure that the tubes remain still
“elongated” in shape, with a uniform exponential gap on their dimensions.

Definition 4.6 (Tubular dimension). The i+ 1-th tubular dimension at a
point x is defined by

ρTi+1(x) = ρT (x,∆,βi+1) := lim
󰂃→0

lim sup
n→∞

−1

n
logµξi+1(x)(Tn,󰂃(x)).

The i+ 1-th lower tubular dimension at a point x is defined by

ρT
i+1

(x) = ρT (x,∆,βi+1) := lim
󰂃→0

lim inf
n→∞

−1

n
logµξi+1(x)(Tn,󰂃(x)).

Remark: To understand the role of the scaling parameters for the tubu-
lar dimension, allow us illustrate an example. Assume that f is a linear
map with orthogonal eigen-directions. Then inside each W 2 leaf, we can
consider a tube T around a point x, with sides parallel to E1 and E2, with
dimensions e−nχ1 and e−∆n, respectively. The window parameter ∆ can
vary between χ2 and χ1,

2 yielding a Bowen ball and a square (󰀂 · 󰀂∞-ball),
respectively. For both extreme values, the measure of T is known by either
the local entropy estimates, or by the point-wise dimension estimates. The
idea behind tubular dimension is to be able to estimate the measure of the

2In this example β is fixed with the value 1, hence ∆
χ1

< 1 < ∆
χ2

⇒ χ2 < ∆ < χ1.
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tube for the rest of the range of possible values of ∆. In generality, the mere
Hölder continuity of the E2 direction restricts further the range of possible
dimensions whose measure we can estimate. Moreover, when considering
higher order intermediate foliations, the action of the differential on the Ei

direction, i > 1, is no longer conformal, and so we need to saturate pucks
into tubes.

Theorem 4.7. For every 1 ≤ i ≤ u− 1, for µ-a.e x,

ρT
i+1

(x) = ρTi+1(x) = ∆ · hi+1 − hi
χi+1

+ βi+1χidi.

Proof. We begin by showing ρTi+1 ≤ ∆ · (hi+1 − hi) + βi+1χidi µ-a.e. By
Theorem 3.3 (recall also the succeeding remark), for all δ > 0, for µ-a.e
x, there exists 󰂃δ > 0 s.t for all 󰂃 ∈ (0, 󰂃δ), for all n large enough w.r.t

󰂃, µξi+1(x)(Pn,󰂃(x)) ≥ e−nβi+1hi · e−n∆
hi+1−hi

χi+1 e−δn. Let 󰂃 ∈ (0, δ), and let
τ ∈ (0, 󰂃), ℓ ∈ N, and n󰂃 s.t µ(Ωδ) ≥ 1− 󰂃, where

Ωδ := {x ∈ Λ
(χ,τ)

ℓ : ∀n ≥ n󰂃, µξi+1(x)(Pn,󰂃(x)) ≥ e−nβi+1hi · e−n∆
hi+1−hi

χi+1 e−δn,

µξi(x)(Pn,󰂃(x)) = e−nhiβi+1±δn}.
Let x be a µξi(x)-density point of Ωδ, then there exists nx ≥ n󰂃 s.t for

n ≥ nx,
µξi(x)(Bξi(x)(x, e

−χiβi+1n) ∩ Ωδ)

µξi(x)(Bξi(x)(x, e
−χiβi+1n))

≥ 1− δ.

Moreover, for µ-a.e x ∈ Ωδ exists n′
x ≥ nx s.t µξi(x)(Bξi(x)(x, e

−χiβi+1n)) ≥
e−nχiβi+1di−δn.

We may cover Ωδ ∩Bξi(x)(x, e
−χiβi+1n) by Lemma 3.1, and there must be

at least
(1−δ)e−nχiβi+1di−δn

e−nhiβi+1+δn -many elements in this cover. Thus, by Proposition 4.5,

µξi+1(x)(Tn,󰂃(x)) ≥
1

Cd
· (1− δ)e−nχiβi+1di−δn

e−nhiβi+1+δn
· e−nβi+1hi · e−n∆

hi+1−hi
χi+1 e−δn

≥e
−n(∆·hi+1−hi

χi+1
+βi+1χidi)

e−4δn.

Since δ > 0 was arbitrarily small, this concludes the upper bound of ρTi+1.

We continue to bound from below the lower tubular dimension: Let δ ∈
(0, 1), and let h ≥ 0 s.t µ([ρT

i+1
= ρ ± δ

3 ]) > 0. There exists 󰂃 ∈ (0, δ3) s.t

µ(A) > 0 where

A := {x ∈ Λ(χ,󰂃2) : lim inf
−1

n
logµξi+1(x)(Tn,󰂃(x)) = ρ± 2δ

3
,

∀n ≥ n0, µξi+1(x)(B
T (x, e−∆n+δ2n)) ≤ e

−∆
hi+1−hi

χi+1
n+δn

µξi(x)(Bξi(x)(x, e
−nβi+1χi−∆2n)) ≤ e−βi+1χidin+δn}.
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Let An := {x ∈ A : −1
n logµξi+1(x)(Tn,󰂃(x)) = ρ ± δ}, then by the Borel-

Cantelli lemma, there exist infinitely many n s.t µ(An) ≥ e−󰂃n.
Let xn s.t µξi(xn)(An) ≥ e−󰂃n. Cover An ∩ ξi(xn) by tubes as in Lemma

4.2. Then the number of tubes is bigger than e−n󰂃 · eβi+1χidin−δn. On
the other hand, the union of the tubes is contained in the transverse ball

BT (x, e−∆n+δ2n), therefore,

e
−∆

hi+1−hi
χi+1

n+δn ≥ e−n󰂃 · 1

󰁨Cd

eβi+1χidin−δn · e−ρn−δn.

Since δ > 0 was arbitrary small, 󰂃 < δ, and n can be arbitrarily large, we
are done. □

Remark: For the case of i = 0, one can think of a tube as the collection
of pucks centered inside a ball in ξ0(x). However, ξ0(x) = {x}, therefore
the tube is simply a puck and the tubular dimension is the intermediate
entropy; And in this case we refer to Lemma 3.5. Indeed, when substituting
h0 = d0 = 0 in the formula in Theorem 4.7, we get the formula from Lemma
3.5.

5. Leaf-wise asymptotic local product structure

The notion of tubes and tubular dimension were designed so we can com-
pute the measure of an object which admits a nice geometric description,
and which satisfies the property that when intersected with a transverse ball,
the intersection is a ball. This allows us to employ all three estimates simul-
taneously: the measure of balls (the dimension of the conditional measures),
the measure of transverse balls (the transverse dimension), and finally the
measure of tubes (tubular dimension). The beauty of these quantities is
that they satisfy a multiplicative relationship, which allows us to conclude
the asymptotic local product structure of conditional measures.

Theorem 5.1 (Leaf-wise asymptotic local product structure). For all 1 ≤
i ≤ u − 1, for all ∆ > 0, for all δ > 0, for all 󰂃 > 0 small enough, there
exists a set Kδ s.t µ(Kδ) ≥ 1− δ and for µ-a.e x ∈ Kδ, for all n ∈ N large
enough,

(1)
µξi+1(x)

(Bξi+1(x)
(x,e−n∆−n󰂃)∩Kδ)

µξi+1(x)
(Bξi+1(x)

(x,e−n∆−n󰂃))
≥ 1− δ,

(2) there exist a cover of Bξi+1(x)(x, e
−n∆−n󰂃) ∩ Kδ, Tn,󰂃, by i + 1-th

(n, 󰂃)-tubes centered at Kδ, and a cover BT
n,󰂃 by transvese balls

BT (·, e−nχiβi+1−n󰂃) centered at Kδ, both with multiplicity bounded by
󰁨Cd,

(3) set NT
n := #Tn,󰂃, NB

n := #BT
n,󰂃, and Nn := #{B ∈ Tn,󰂃 ∨ BT

n,󰂃 :
B ∩Kδ ∕= ∅}, then

(6)
1

n

󰀏󰀏󰀏󰀏log
NT

n ·NB
n

Nn

󰀏󰀏󰀏󰀏 ≤ δ.
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Note that the definition of βi+1 (Definition 4.1) guarantees that ∆ =
χiβi+1 · (1 − θ) < χiβi+1 thus the tubes and the transverse balls are much
“thinner” than the dimensions of the ball Bξi+1(x)(x, e

−n∆−n󰂃).

Proof. Let δ ∈ (0, 1) small, and let 󰂃 ∈ (0, δ8) small enough so for every
󰂃 ∈ (0, 󰂃δ) there exists n󰂃 ∈ N s.t µ(Kδ) ≥ 1− δ, where

Kδ :=
󰁱
x ∈ Λ

(χ,󰂃3)

ℓδ
:∀n ≥ n󰂃,

µξi+1(x)(B
T (x, e−nχiβi+1−n󰂃)) = e

−n((χiβi+1+󰂃)
hi+1−hi

χi+1
±δ2)

,

µξi+1(x)(Bξi+1(x)(x, e
−n∆±n󰂃)) = e−n(∆+󰂃)di+1±δ2n,

µξi+1(x)(B
T (x, e−n∆+n󰂃)) = e

−n((∆−󰂃)
hi+1−hi

χi+1
±δ2)

,

µξi(x)(Tn,󰂃(x)) = e−n(ρTi+1±δ2),

µξi(x)(Bξi+1(x)(x, e
−nχiβi+1+

√
󰂃n)) = e−n(χiβi+1di+1±δ2)

󰁲
.

This is possible by Theorem 4.7 and by [LY85b].
Let x be a µξi+1(x)-Lebesgue density point of Kδ and a µξi+1(x) ◦ π−1

i -
Lebesgue density point of ξi[Kδ]. Let nx ≥ n󰂃 s.t for all n ≥ nx,

µξi+1(x)(Bξi+1(x)(x, e
−n∆−n󰂃) ∩Kδ)

µξi+1(x)(Bξi+1(x)(x, e
−n∆−n󰂃))

≥1− δ,

µξi+1(x)(B
T (x, e−n∆+n󰂃) ∩ ξi[Kδ])

µξi+1(x)(B
T (x, e−n∆+n󰂃))

≥1− δ.

By Lemma 4.2, Kδ ∩ Bξi+1(x)(x, e
−n∆−n󰂃) can be covered by a cover of

(n, 󰂃)-tubes centered at Kδ ∩ Bξi+1(x)(x, e
−n∆−n󰂃), Tn,󰂃, and by a cover of

BT (·, e−n(χiβi+1+󰂃)) transverse balls centered at Kδ ∩ Bξi+1(x)(x, e
−n∆−n󰂃),

BT
n,󰂃, both with multiplicity bounded by 󰁨Cd.

In order to boundNT
n from above, note that

󰁖
Tn,󰂃 ⊆ Bξi+1(x)(x, e

−n∆+n󰂃),
and so for all n large enough w.r.t δ,

(7) NT
n ≤ 󰁨Cd

e−n(∆+󰂃)di+1+δ2n

e−n(ρTi+1−δ2)
≤ en(ρ

T
i+1−∆di+1+3δ2).

Similarly, since
󰁖

Tn,󰂃 ⊇ Bξi+1(x)(x, e
−n∆−n󰂃) ∩Kδ,

NT
n ≥ (1− δ)e−n(∆−󰂃)di+1−δ2n

e−n(ρTi+1+δ2)
≥ en(ρ

T
i+1−∆di+1−3δ2).

In order to bound NB
n from above, note that

󰁖
BT
n,󰂃 ⊆ BT (x, e−n∆+n󰂃),

and so for all n large enough,

(8) NB
n ≤ 󰁨Cd

e
−n((∆−󰂃)

hi+1−hi
χi+1

+δ2)

e
−n((χiβi+1+󰂃)

hi+1−hi
χi+1

−δ2)
≤ e

n((χiβi+1−∆)
hi+1−hi

χi+1
+3δ2)

.
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Similarly, since
󰁖

BT
n,󰂃 ⊇ BT (x, e−n∆−n󰂃) ∩ ξi[Kδ],

NB
n ≥ (1− δ)e

−n((∆−󰂃)
hi+1−hi

χi+1
−δ2)

e
−n((χiβi+1+󰂃)

hi+1−hi
χi+1

+δ2)
≥ e

n((χiβi+1−∆)
hi+1−hi

χi+1
−3δ2)

.

Finally, notice that
Nn ≤ NT

n ·NB
n ,

since Nn is bounded by the cardinality of the cover which is the refine-
ment of Tn,󰂃 and BT

n,󰂃. The lower bound on Nn is given by the obser-

vation that for every element B ∈ Tn,󰂃 ∨ BT
n,󰂃 s.t ∃xB ∈ B ∩ Kδ, B ⊆

Bξi+1(x)(xB, e
−nχiβi+1+

√
󰂃n), and so

µξi+1(x)(B) ≤ e−n(χiβi+1di+1−δ2).

Therefore,

(9) Nn ≥ (1− δ)e−n(∆−󰂃)di+1−δ2n

e−n(χiβi+1di+1−δ2)
≥ en(χiβi+1di+1−∆di+1−3δ2).

By Theorem 4.7, ρTi+1 = χiβi+1di +∆hi+1−hi

χi+1
, therefore by (7),(8), and (9),

Nn ≥ e−9δ2n ·NT
n ·NB

n .

Therefore, for δ > 0 small enough, we are done. □

6. Entropy gap and volume growth

In §5 we gave an application of the tubular dimension which was intro-
duced in §4. In this section we present a second application of the tubular di-
mension. We bound the difference between any two consecutive conditional
entropies hi+1−hi by the volume growth of disks of dimension corresponding
to the Oseledec space of χi+1, Ei+1.

Definition 6.1 (Newhouse [New88]). Let 1 < r ∈ (R\N)∪{∞}, and assume
f ∈ Diffr(M). Let 1 ≤ k ≤ d be an integer, then the (k, r)-uniform volume
growth is defined by

Vr
k(f) := lim sup

n→∞

1

n
log sup

η
Volk(f

n ◦ η[BRk(0, 1)]),

where the supremum is taken over all diffeomorphisms η : BRk(0, 1) → M
s.t η is Cr with 󰀂η󰀂C1 ≤ 1. Such disks are called standard k-disks.

Proposition 6.2. For every Pesin block Λ(χ,τ) and a measurable set A s.t
µ(A ∩ Λ(χ,τ)) > 0, for µ-a.e x ∈ Λ(χ,τ) ∩ A, ∃󰂃 ∈ (0, τ) s.t for all n large
enough, there exist at least

en(di+1−di)(χiβi+1−∆)−7dτn-many

disjoint transverse balls BT (·, e−nχiβi+1+3nτ ), s.t their intersection with Tn,󰂃(x)

contains a (βi+1χi,
βi+1

1− θ
2

, n, 󰂃)-tube centered at a point in Λ(χ,τ) ∩A.
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Proof. Let nτ ∈ N s.t µ(Kτ ) ≥ e−
τ
2µ(Λ(χ,τ)) ∩A, where

Kτ := {x ∈ Λ(χ,τ) ∩A :∀n ≥ nτ ,

µξi+1(x)(Bξi+1(x)(x, e
−χiβi+1n)) ≤ e−ndi+1χiβ+τn}.

By Lemma 4.3, for µ-a.e x ∈ Kτ , there exist 󰂃x ∈ (0, τ2) s.t ∀󰂃 ∈ (0, 󰂃x]
∃nx(󰂃) ∈ N s.t ∀n ≥ nx,

µξi+1(x)(Tn(1+
√
󰂃),󰂃(x) ∩Kτ )

µξi+1(x)(Tn(1+
√
󰂃),󰂃(x))

≥ e−τn.

Let 󰂃 ∈ (0, τ) and n′
τ ≥ nτ s.t µ(A′) ≥ µ(Kτ )e

− τ
2 ≥ µ(A∩Λ(χ,τ))e−τ , where

(10) A′ := {x ∈ Kτ : 󰂃x ≥ 󰂃, nx(󰂃) ≤ nτ}.

Let x ∈ A′. Cover Kτ ∩Tn(1+
√
󰂃),󰂃(x) with Besicovitch cover of transverse

balls of the form BT (·, e−nχiβi+1+nτ ), BT .
Notice that for every BT ∈ BT , if y ∈ Kτ ∩ Tn(1+

√
󰂃),󰂃(x) ∩ BT , then

Tn(1+
√
󰂃),󰂃(x) ∩ BT ⊆ Bξi+1(x)(y, e

−χiβi+1n), and so µξi+1(x)(Tn(1+
√
󰂃),󰂃(x) ∩

BT ) ≤ e−ndiχiβ+τn.
By Theorem 4.7, we may also assume that 󰂃 > 0 is sufficiently small and

n is large enough so µξi+1(x)(Tn(1+
√
󰂃),󰂃(x)) ≥ e−nρTi+1−nτ . Then, since by

Theorem 4.7 ρTi+1 = nβi+1χidi +∆(di+1 − di), we have

#BT ≥ 1

Cd
· e

−nρTi+1−nτ · e−nτ

e−ndi+1χiβi+1+τn
≥ en(di+1−di)(χiβ−∆)−4τn.

Finally, notice that for all y ∈ Kτ ∩ Tn(1+
√
󰂃),󰂃(x) ∩ BT , for all n large

enough w.r.t Λ(χ,τ),

T
βi+1χi,

βi+1

1− θ
2

,n,󰂃
(y) ⊆ Tn,󰂃(x) ∩BT (xB, e

−nχiβi+1+3nτ ),

where BT = BT (xB, e
−nχiβi+1+nτ ). In order to bound from below the num-

ber of disjoint elements BT (·, e−nχiβ+3τn) which we can find in BT , we wish
to bound their multiplicity in the cover BT . We refer to the computation in
the tubular covers lemma, Lemma 4.2, to recall that the multiplicity for “in-
flated” transverse balls is bounded by the volume estimates on the quotient
space ξi+1/ξi, and so, ∀BT ∈ BT ,

#{(BT )′ ∈ BT : (e2τn(BT )′) ∩ (e2τnBT ) ∕= ∅} ≤ 󰁨Cde
3dτn.

Thus in total, for all n large enough, the statement follows. □

Remark: Allow us to explain the idea behind the following theorem. Imag-
ine that the distribution Ei+1 were Lipschitz continuous, and so θ = 1 (recall
Definition 4.1). In this case, a tube could be of unbounded eccentricity, for
example BT (x, e−󰂃n) ∩ {y : |πi(y) − πi(x)| ≤ e−nχi+1}, with a measure cor-

responding to its section by ξi-conditionals- e
−ndiχi+1+O(󰂃n). We could then



TUBULAR DIMENSION 19

divide the tube into ∼ en(hi+1−hi)-many balls of radius e−nχi+1 which con-
tain a good Pesin point, in the spirit of Proposition 6.2. In that case, we
can consider a disk which passes through the Bowen ball of the good point
in each one of those balls, as they all lie in one tube we can guarantee that
the disk does not “wiggle” too much.

Starting with a tube which is long in the transverse metric and thicker
than e−nχi+1 in the ξi-direction means that the disk which passes through
the points may “wiggle” much, as it may have to go up and down a distance
larger than e−nχi+1 over a distance of order e−nχi+1 . Unfortunately, the
distribution Ei+1 is merely Hölder continuous, and θ is bounded away from
1.

The idea of the theorem below, is to use the fact that tubes have some
non-zero exponential eccentricity, in order to intermediately bridge between
their eccentricity and the desired eccentricity; while in each step controlling
the “wiggling” of the disk. This process relies heavily on the geometric
measure theoretic properties of tubes, as a differentiation basis and their
geometric description.

Theorem 6.3 (Entropy gap). Let 1 < r ∈ (R \ N) ∪ {∞}, and assume
f ∈ Diffr(M). Let µ be an f -invariant ergodic measure with u distinct
positive Lyapunov exponents, and let ki+1, 0 ≤ i ≤ u− 1, be the dimension
of the Oseledec subspace of the i+ 1-th largest exponent. Then,

hi+1 − hi ≤ Vr
ki+1

(f).

Proof.
The case of i = 0: In that case h0 = 0, and we consider ξ1(x) of a µ-

typical point x. For every δ ∈ (0, 12), there exist 󰂃 ∈ (0, δ2), a Pesin block

Λ(χ,τ) with τ ∈ (0, 󰂃2), an integer n0 ∈ N, and a set Kδ s.t µ(Kδ) ≥ 1 − δ
where

Kδ := {x ∈ Λ(χ,τ) : ∀n ≥ n0, µξ1(x)(Bξ1(x)(x, e
−(χ1+󰂃)n)) ≤ e−nh1+δn}.

We can assume w.l.o.g that x is a µξ1(x)-density point of Kδ, and cover

Bξ1(x)(x, e
−󰂃n) ∩ Kδ with a Besicovitch cover by balls Bξ1(x)(·, e−(χ1+󰂃)n).

Note, by [Rue79, Theorem 6.1], W 1(x) is a standard k1-disk. Assume further
that µξ1(x)(Bξ1(x)(x, e

−󰂃n)) ≥ e−nd󰂃 for all n ≥ n1 ≥ n0. Notice that for all

y ∈ Kδ ∩ ξ1(x), Volk1(f
n[Bξ1(x)(x, e

−(χ1+󰂃)n)]) ≥ e−2δn·k1 then

1

Cd

(1− δ) · e−n󰂃d

e−nh1+δn
· e−2δnk1 ≤ Volk+1(f

n[Bξ1(x)(x, e
−󰂃n)]).

Therefore, since δ > 0 can be arbitrarily small and 0 < 󰂃 < δ, we get
h1 ≤ Vr

k1
(f).

The case of i ≥ 1:
This case adds a significant difficulty, which is the lack of conformality

for the action of f in the ξi-direction- i.e different expanding factors. To
address this, we use the geometric properties of tubes. The heart of the
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proof is to find a tube inside which we can control the number of smaller
tubes around Pesin regular points, and continuing to go into smaller and
smaller scale, in a way which allows us to find a standard ki+1-disk with
a bounded norm where we control its volume growth quantitatively. The
proof follows a recursive argument.

Step 1: We define the following starting values:

(1) Let θ > 0 smaller than the Hölder exponent of the Ei+1(·) on Pesin
blocks of µ (see [KdlLPW01]), and small enough so (1−θ)χi > χi+1.

(2) Let κ > 0 small.
(3) ∆0 := (1− θ

2)κ.

(4) β(0) := ∆0

(1− θ
2
)χi

∈ (∆0
χi

, ∆0
χi(1−θ)).

Let 0 < τ ≪ (κ
2

7d )
3 small, let Λ(χ,τ) be a Pesin block with a positive

measure.
Step 2: We define the recursive values: Let T j

n,󰂃(x) be a (∆j ,β
(j), n, 󰂃)-

tube, where

(1) ∆j+1 := β(j)χi,

(2) β(j) :=
∆j

(1− θ
2
)χi

.

Then it follows that for all j ∈ N,

(11) ∆j :=
κ

(1− θ
2)

j−1
, β(j) :=

κ

(1− θ
2)

jχi

.

Set

(12) N = N(χ, θ,κ) := min{j ∈ N : ∆j ≥ χi+1}.

Step 3: Let x ∈ Λ(χ,τ) =: A0, n0 ∈ N, and 󰂃0 > 0 given by Proposition
6.2. Define

L(0)
x :=f

− n∆0
χi+1

󰀥
exp

W i+1(f
n∆0
χi+1 (x))

f
n∆0
χi+1 (x)

[Ei+1(f
n∆0
χi+1 (x))] ∩BT (f

n∆0
χi+1 (x), e−󰂃0n)

󰀦

≡Im(η(0)x ),

where η
(0)
x is the fake (i+ 1)-weak leaf of x, for time ∆0n

χi+1
given by Lemma

4.4. By the construction of the tube T 0
n,󰂃0(x), L

(0)
x ⊆ T 0

n,󰂃0(x). By Lemma

4.4, η
(0)
x is the graph of a function Γ

(0)
0,x s.t 󰀂Γ(0)

0,x󰀂C1+2θ ≤ 1. By [Rue79,

Theorem 6.1], W i+1(x) is a Cr manifold, and so is the exponential map of

it, hence L
(0)
x is a Cr disk.

Step 4: Let 1 ≤ j ≤ N , and Aj , and define Aj+1 := (Aj)
′ (recall (10)),

󰂃j+1 ∈ (0, 󰂃j), and nj+1 ≥ nj given by Proposition 6.2.

Assume that L
(j)
x is a standard ki+1-disk in T j

n,󰂃j (x). We continue to

modify L
(j)
x in patches, in a way which keeps its C1-norm small. Consider

all disjoint transverse balls given by Proposition 6.2, BT . By construction,
each one contains a strictly smaller transverse ball with the same center,
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and radius e−nχiβ
(j)+τn, s.t the small transverse ball contains x ∈ Aj . For

each such transverse ball BT , we get for all n ≥ nj+1,

Aj ∋ yB ∈ (e−2τnBT ) ∩ T j
n(1+

√
󰂃j+1),󰂃j+1

(x) ⋐ BT ∩ T j
n,󰂃j+1

(x).

The patching is done over the segment L
(j)
x ∩ BT , where we modify the

disk by a “bump” so it contains

f
−

n∆j+1
χi+1

󰀵

󰀷expW
i+1(f

n∆j+1
χi+1 (x))

f

n∆j+1
χi+1 (yB)

[Ei+1(f
n∆j+1
χi+1 (yB))] ∩BT (f

n∆j+1
χi+1 (yB), e

−󰂃j+1n)

󰀶

󰀸 .

Note, ∆j+1 = χiβ
(j), and ∢(Ei+1(yB), Ei+1(x)) ≤ e−(∆j+

√
󰂃j+1)nθ. The di-

mensions of the sets (e−2τnBT ) ∩ T j
n(1+

√
󰂃j+1),󰂃j+1

and BT ∩ T j
n,󰂃j+1(x) guar-

antee that this can be done without causing the C1-norm of the disk inside

the box to exceed e−󰂃jn. Call the modified standard ki+1-disk L
(j+1)
yB .

Step 5: We continue this way to modify all L
(j)
x over all segments

{L(j+1)
yB }B∈BT , and call the total modified disk L

(j+1)
x . By the main state-

ment of Proposition 6.2, at each step j, we divide each tube of order j, into

at least e
n(hi+1−hi)(

χiβ
(j)

χi+1
−

∆j
χi+1

)−7dτn
-many tubes of order j + 1. Therefore,

together with (11), the total number of tubes of order N for all n ≥ nN , for
all x ∈ AN , is at least

exp

󰀳

󰁃n(hi+1 − hi)

N−1󰁛

j=0

(
χi

χi+1

κ

(1− θ
2)

jχi

− 1

χi+1

κ

(1− θ
2)

j−1
)− 7Ndτn

󰀴

󰁄

=exp

󰀣
n(hi+1 − hi)

1

χi+1
(

κ

(1− θ
2)

N−1
− κ(1− θ

2
))− 7Ndτn

󰀤

=exp

󰀕
n(hi+1 − hi)

1

χi+1
(∆N − κ(1− θ

2
))− 7Ndτn

󰀖

( ∵ (12)) ≥ exp

󰀣
n(hi+1 − hi)(1− κ

1− θ
2

χi+1
)− 7Ndτn

󰀤

≥ exp
󰀃
n(hi+1 − hi)−

√
κn

󰀄
.(13)

The last inequality holds for all τ > 0 small enough w.r.t κ, θ, and χi+1,
which determine the value of N ; and for all κ > 0 small enough w.r.t (hj)j≤u

and χ.

Step 6: Also notice that for every tube TN
n,󰂃N

(since ∆N < χi+1(1− θ
2)),

Volki+1

󰀓
fn(1− θ

2
)
󰁫
L(N)
x ∩ T (N)

n,󰂃N
(yB)

󰁬󰀔
≥ e−4τn(1− θ

2
)ki+1 ≥ e−4τnki+1 ,
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thus, by (13),
(14)

Volki+1

󰀓
fn(1− θ

2
)[L(N)

x ]
󰀔
≥ en(hi+1−hi)−

√
κn · e−4τnki+1 ≥ en(hi+1−hi)−2

√
κn.

Step 7: Finally, recall that L
(0)
x is the graph of a function over

exp
W i+1(x)
x [BEi+1(x)(0, e

−∆0n)] with 󰀂 · 󰀂C1+2θ ≤ 1, and let

󰁨ηn : BEi+1(x)(0, e
−∆0n) → L

(N)
x be the representing function of the modified

disk L
(N)
x overBEi+1(x)(0, e

−∆0n). Let b : BEi+1(x)(0, 1) → BEi+1(x)(0, e
−∆0n),

t 󰀁→ te−∆0n, and set ηn := 󰁨ηn ◦ b : BEi+1(x)(0, 1) → L
(N)
x , then 󰀂η󰀂C1+ ≤

e−∆0n ≤ 1, for all n large enough w.r.t κ.
Therefore,

hi+1 − hi − 2
√
κ ≤ 1

1− θ
2

Vr
ki+1

(f).

Since κ > 0 can be arbitrarily small,

hi+1 − hi ≤
1

1− θ
2

Vr
ki+1

(f).

Since θ > 0 can be arbitrarily small, we are done. □

Lemma 6.4. Assume that f ∈ Diffr+γ(M), r ∈ N and γ > 0, and let µ
be an ergodic f -invariant Borel probability with u distinct positive Lyapunov
exponents. Then for all i ≤ u,

hi ≤ Vr+γ
ℓi

(f).

Proof. Let i ≤ u, and let τ ∈ (0, δ2), 󰂃 ∈ (0, δ2), and nδ s.t e−nδ󰂃
2 ≪ 1

ℓδ
and

µ(Kδ) > 0 where

Kδ := {x ∈ Λ
(χ,τ)
1
ℓδ

: ∀n ≥ n0, µξi(x)(Bξi(x)(x, n, e
−󰂃n)) = e−nhi±δn},(15)

and Λ
(χ,τ)
1
ℓδ

is a Pesin block. Let x ∈ Kδ which is a µξi(x)-Lebesgue density

point ofKδ. Assume further that for all n ≥ n′
δ ≥ nδ, µξi(x)(Bξi(x)(x, e

−󰂃n)) ≥
en󰂃(d+1), and so for all n large enough

µξi(x)(Kδ ∩Bξi(x)(x, e
−󰂃n)) ≥ e−δe−n󰂃(d+1).(16)

Given n ≥ n′
δ, cover Kδ ∩Bξi(x)(x, e

−󰂃n) by a cover Cn of sets of the form

f−n[Bfn[Wi(x)](f
n(·), e−2󰂃n)], with multiplicity bounded by a constant Ck

which depends only on the dimension of M . This is possible by the Besi-
covitch covering lemma.

Note that ∀B ∈ Cn, B ⊆ B(yB, n, e
−󰂃n)∩ξi(x), where yB ∈ Kδ. Therefore

for all n large enough, together with (16) and (15) we get,

#Cn ≥ e−δe−n󰂃(d+1)

e−nhi+nδ
≥ enhi−2δn.
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It follows that for all n large enough,

Volℓi(f
n[Bξi(x)(x, e

−󰂃n)]) ≥ 1

Ck
· enhi−2δn · 1

2
e−2󰂃nk ≥ enhi−3δn.

By [Rue79], Wi(x) is C
r+γ-manifold, therefore in total,

hi − 3δ ≤ Vr+γ
ℓi

(f).

Since δ > 0 was arbitrary, the statement follows. □
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