
Information and entropy

The information function

Let ξ be a countable partition of a probability space (X,F). The information
function Iξ : X → R is

Iξ(x) = − logµ(ξ(x))

Given a measurable partition η, the conditional information of ξ given η is the
function Iξ|η : X → R given by

Iξ|η(x) = − logµηx(ξ(x))

Note that when η(x) > 0, we have µηx(A) = µ(A ∩ η(x))/µ(η(x)), hence

Iξ|η(x) = − log
µ(ξ(x) ∩ η(x))

µ(η(x))

Also observe that µξ∨ηx (A) = µηx(A ∩ ξ(x))/µηx(ξ(x))
Lemma 1. .

1. Iξ|η = 0 a.e. if and only if η � ξ mod µ.

2. Iξ|η = Iξ a.e. if and only if ξ ⊥ η.

3. Iξ∨ξ′|η = Iξ|η + Iξ′|η∨ξ a.e.

Theorem 2. Let ξ be a countable partition. If η1 � 2η � . . . are measurable
partitions and η∞ =

∨
ηn, or if η1 � η2 � η3 . . . and η∞ =

∧
ηn, then

I(ξ|ηn)→ I(ε|η∞) µ-a.e.

Proof. Immediate from µηnx → µη∞x (w.r.t. the algebra of test functions 1A,
A ∈ ξ).

Entropy

The entropy of a countable partition ξ is

Hµ(ξ) =

ˆ
Iξdµ = −

∑
A∈ξ

µ(A) logµ(A)

The conditional entropy with respect to a measurable partition η is

Hµ(ξ|η) =

ˆ
Iξ|ηdµ

=

ˆ (ˆ
Iξ|ηdµ

η
x

)
dµ(x)

= −
ˆ ∑

A∈ξ

µηx(A) logµ
η
x(A)

 dµ(x)

=

ˆ
Hµηx(ξ)dµ(x)
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Lemma 3. .

1. 0 ≤ H(ξ), H(ξ|η) ≤ ∞.

2. H(ξ) = 0 if and only if ξ = {X} mod µ, and H(ξ|η) = 0 if and only if
η � ξ

3. H(ξ ∨ ξ′|η) = H(ξ′|η) +H(ξ|η ∨ ξ′)

Proof. Exercise ((3) is proved by integrating the corresponding formula for in-
formation).

Lemma 4. .

1. If η1 � η2 are measurable partitions and ξ is countable then H(ξ|η1) ≥
H(ξ|η2). Equality if and only if µη2y (Ai) is constant µη1x -a.e. y, hence

equal to µξ1x (Ai) (ξ is conditionally independent of η2 given η1).

2. H(ξ|η) ≤ H(ξ) with equality if and only if ξ,Bη are independent.

3. If ξ = {A1, . . . , Ak} then H(ξ) ≤ log k with equality if and only if µ(Ai) =
1/k.

Proof. These are conseqsuences of (strict) convexity of u(t) = t log t. Since
η1 � η2 we have µη1x =

´
µη2y dµ

η1
x (y) a.s. (this can be veri�ed by integrating

functions against both measures and getting the same answer). Therefore by
convexity, for every A ∈ ξ we have u(µη1x (A)) ≤

´
u(µη2y (A))dµη1x (y). Summing

over A ∈ ξ this gives

Hµ
η1
x
(ξ) ≥

ˆ
Hµ

η2
y
(ξ)dµη1x (y)

Integrating over x gives (1). The last part of (1) and also (2) follow by strict
convexity. For (3) note that

−1

k
log k = u(

1

k
) = u(

∑ 1

k
µ(Ai)) ≤

∑ 1

k
u(µ(Ai)) = −

1

k
H(ξ)

Equality holds if and only if all µ(Ai) are equal.

Lemma 5. If η1 � η2 � . . . are measurable partitions, ξ a countable partition,
and H(ξ|η1) =

´
Iξ|η1dµ <∞, then

ˆ
sup
n
Iξ|ηndµ <∞

Proof. See pp. 16-17 of Ledrappier's lecture slides.

Proposition 6. .

1. If η1 � η2 � . . . and η∞ =
∨
ηn are measurable partitions, ξ a countable

partition, and H(ξ|η1) <∞, then H(ξ|ηn)↘ H(ξ, η∞).
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2. If η1 � η2 � . . . and η∞ =
∧
ηn are measurable partitions, ξ a countable

partition, then H(ξ|ηn)↗ H(ξ, η∞).

Proof. (1) We know that Iξ|ηn → Iξ|η∞a.e. and the previous lemma allows us
to integrate (dominated convergence). Montonicity by previous prop.

(2) We saw that Hmηnx (ξ) ≥
´
H
µ
ηn+1
y

(ξ)dµηnx (y). This means that x 7→
Hµηnx (ξ) is a sub-martingale with respect to the decreasing sequnece of σ-
algebras Bηn . By a version of the martingale theorem the sequence converges
a.e. and in L1 if it makes sense.
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