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Notation

e The scalar product in R™ is denoted by (-, ).
e Euclidean norm |z|> = > 27 in R™.
=1

e For every A € Hom(R™,R™) we denote by ||A|| its (operator)
norm with respect to | - |.
e Notation: B(z,r) for the OPEN ball of radius r center x. The
CLOSED ball is denoted by B(z,7).
e (a) If D C R™ we denote by C(D,R™) the set of continuous
(vector) functions on D into R™.
(b) We denote by C,(D,R™) C C(D,R™) the set of BOUNDED
continuous functions on D.
(c) We denote by C*(D, R™) the subset of functions in C(D, R™)
which are continuously differentiable up to (including) order k.
(d) If m = 1 we simplify to C(D), Cy(D), C¥(D).
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e BASIC DEFINITIONS AND FACTS
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e We FIX I = (a, f) C R to be an open (finite or infinite) interval.

e We denote D = I x R™.

e DEFINITION: A matrix function t < A(t) € Hom(R™,R™), t €
I, is continuous if all its entries (a; ;(t)), 1 <14,j < m are con-
tinuous.

e DEFINITION (A LINEAR DIFFERENTIAL EQUATION):
Given a continuous matrix function A(¢) on I and a vector func-
tion b(t) € C(I,R™), find a function y(t) € C'(I,R™) such
that:

(L) y'(t) = At)y(t) +b(t), tel.

e The equation (L) refers to ALL POSSIBLE solutions .
o INITIAL VALUE PROBLEM: Suppose that (o, 4°) € D.

Find a solution of (L), in some open interval I C R, such that
1
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(IV)  toel, ylty) =1y"

e REMARK: The unknown vector function y(t) consists of m
scalar functions (its components). Therefore, sometimes (L) is
referred to as a LINEAR SYSTEM OF EQUATIONS.

e DEFINITION (m—th order scalar equation): Let ao(t), ai(t), ..., am—1(t) €
C(I). The equation

(SC'm) 2 () a1 ()2 (). Har ()2 () +ao(t)z(t) = r(t), tel,

is called an m—th order scalar equation for the unknown
function z(t).
e When the initial conditions (at ¢y € I)

(IVSCm)  z(ty) = 20, 2 (to) = 21, .oy 2™V (to) = 2m_1,

are added, we get the initial value problem for the equation.
e BASIC OBSERVATION: Defining a vector function

y(t) = (2(1), 2 (1), .., 2" V(@)" € O(L,R™)
and b(t) = (0,0, ...,0,7(t))" € C(I,R™), we see that the m—th

order scalar equation can be written as:

y'(t) = A(t)y(t) + b(t),

0 1 0 0

0 0 1 0

0 0 0 1
—ap(t) —ai1(t) ... —am—a(t) —am-1(t)

e The initial conditions can be written as:

y° = (20, 21, s Zm1
e Thus, theorems formulated for (L) (with initial condition (IV))
hold for (SCm) (with initial conditions (IVSCm)).
Sk sk ARk K oK
e FUNDAMENTAL EXISTENCE AND UNIQUENESS
THEOREM

)"

Theorem. The initial value problem (L)-(IV) has a unique
(continuously differentiable) solution in I = (a,b). In particu-
lar, for any point tg € I and initial vector y° € R™, the (unique)
solution exists over the full interval I.
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e Proof. (a) The equation certainly satisfies the local Lipschitz
condition in D, so there exists a unique solution y(t), satisfying
the initial condition (IV), in some maximal interval (to — 6, %o+
n)-

(b) Suppose to +n < . Take the scalar product of (L) with
2y(t) to get

%!y(t)ﬁ = 2(A(t)y(t), y(t)) + (b(t), y(t)).
Using |(€,¢)| < 3(1&° + [¢[?), we get

%\y(tw < IABI+ DIyOF + O < nly@)]* + 22,

where 71 = max (2||A(¢)||+1), ~2 = max [b(t)[% It follows
[to,to-+n] [to,to+m]
that
d, _ _
i My())?) < e My, t € [to,to + 1),
so that sup |y(t)| < .
[to;to+]

(c) The Maximal Interval Theorem now implies that the so-
lution y(t) can be extended beyond tq+ 7, contradicting the as-
sumption about the maximality of (o — 6, ty + 7). We conclude
that tg + n = [ and similarly ¢, — # = «. Note this argument
holds also if f = 400 or @ = —o0.

O
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e THE SCALAR m—th ORDER EQUATION
e COROLLARY: The IVP for Equation (SCm), with initial con-
ditions (IVSCm), has a unique solution in C™([).
sk sk KRR KRRk sk KRR KRRk ook KK K KoK
e COMPLEX VALUED SOLUTIONS
e We always assume that A(t) = (a;;(t))1<ij<m, t€I,isa real
matriz. Similarly, the coefficients a;(t) in (SCm) are always
real.
e (i) Ifg(t), tel,isa complex valued function, its deriva-
tive is defined simply by

d

provided the real and imaginary parts Rg(t), Sg(t) are differen-
tiable (as real functions).

(ii) The same definition applies to any order of differen-
tiation.
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(iii) The same definition applies to vector functions whose
components are complex valued—simply differentiate compo-
nentwise.

e NOTE: If A € C then £(A\g(t)) = A£g(?).
¢ HENCEFORTH WE ASSUME THAT y(t) IN (L) IS
COMPLEX-VALUED, i.e y(t) € C™.
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e THE HOMOGENEOUS EQUATION, b(t) =0

(LH) o/ (t) = A@)y(t), tely(t)eCm

e The initial data y(ty) =y° € C™, ¢ty € I.

e OBSERVATION: The function y(t) is a solution to (LH), with
initial data 3°, if and only if Ry(t), Sy(¢) are solutions to (LH),
with initial data Ry°, Sy°, respectively.

e Note that the fact that A(t) is real is crucial in this case.

e COROLLARY ( Existence and Uniqueness for Complex-Valued
Solutions ):

The initial value problem for (LH) has a unique (continu-
ously differentiable) solution in I = (a,b). In particular, for any
point to € I and initial vector y° € C™, the (unique) solution
exists over the full interval I.

e THE SUPERPOSITION PRINCIPLE.
[ ]

Theorem. The set of all solutions of (LH) is an m— dimensional
linear space over C.

e COROLLARY: The set of all solutions of the scalar homoge-
neous equation

(SCmH) 2™ () +apm_1(t) 2™ V() +...+ay ()2 (t)+ao(t)z(t) =0, tel,

is an m—dimensional linear space over C.

e DEFINITION (FUNDAMENTAL MATRIX): Let {y'(t), ..., y"(t)}
be a basis for the set of solutions of (LH). The matrix ®(¢t) €
HOM(C™,C™), whose columns are {y'(t),...,y™(t)}, is called
a fundamental matrix for (LH).

o CLAIM: If ®&(t) € HOM(C™,C™) is a fundamental matrix for
(LH) then the set of all fundamental matrices of (LH) is given
by

{(D(H)C, C e HOM(C™,C™), det(C) # 0}
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e Let ®(¢) be a fundamental matrix for (LH) and let ®'(¢) be the
matrix obtained by differentiating all elements of ®. Then:

(1) = A(t)P(t), tel.

(consider separately each column).

e REMINDER: The trace of A(t): tr(A(t)) = > i, aii(t).

e LEMMA: Let ¥(t) € HOM(C™,C™) be a continuously differ-
entiable matrix function satisfying

Then:

%det(q/(t)) = tr(A(t))det((t).

e COROLLARY:

fttr(A(s))ds
(a) det(V(t)) = det(V(tg))e'o

(b) Let W(t) be a matrix solution of (*).
Then a necessary and sufficient condition for ¥ to be a fundamental matrix is
det(V(1)) #0, forsome 7€ 1.

e Part (b) can be proved by a direct argument as follows.

e CLAIM: If the columns {U!(¢),..., U™ (¢)} are linearly depen-
dent at some point in I, then there exist constants {1, ..., A\, } C
C, not all zero, such that

i AU ()

Proof. Suppose that

0, tel.

Z )\Z\I’Z(to) =0, tyel.
i=1
Then y(t) = > \;P'(t) is a solution of (LH) with y(ty) = 0, so
i=1

it must vanish identically by uniqueness (of the ”trivial” zero
solution). ]

Kok ok kR ok sk skook sk kR sk stk sk sk skok sk kR sk ki sk sk skok sk kok skokokoskokoskok sk kok skokokosk sk skok skokokoskoskoskok skokokeskokoskokoskokokoskorosk sk

e THE SCALAR m—th ORDER EQUATION—AGAIN
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e THE FUNDAMENTAL MATRIX:

21(t) 2o(t) 23(t) e Zm(1)
% (1) 2(1) (1) 2 (1)
()= () 23 (t) 23 (t) Z(t)

A" AT A A
where {z(t), ..., 2z (t)} are solutions of the homogeneous equa-
tion (SCmH) .
e COROLLARY: ®(t¢) is a fundamental matrix if and only if
{z1(t), ..., zm(t)} are linearly independent over C.

Proof. In order for the columns of ®(¢) to satisfy

O

e DEFINITION(BASIS FOR SOLUTIONS OF (SCmH)):
A set of solutions {z1(t), ..., 2, (t) } for which ®(¢) is nonsingular
(i.e., which are linearly independent over C) is called a basis
for the solutions of (SCmH).

e In this case tr(A(t)) = —an,_1(t) so

d
—rdet( (1)) = —ap 1 (H)det(D(1)).

e We conclude:

—ftam_1(s)ds
W(t) = W(to)e to ,
where W (t) = det(®(t)).

e DEFINITION (WRONSKIAN): W(t) is called the Wron-
skian of the set {z1(%), ..., zm(t)} (of solutions to (SCmH)).

e CONCLUSION: A necessary and sufficient condition for the
linear independence of the set of solutions {z(t), ..., zm(t)} (to
(SCmH)) is that at some point to € I, Wi(ty) # 0. It then
follows that W (t) # 0 for all points ¢t € I.

sk sk Rk sk KoK

e THE CONSTANT COEFFICIENT CASE—A(t) = A €

Hom(R™ R™), A CONSTANT MATRIX
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e We still work with the HOMOGENEOUS EQUATION
y = Ay.

e OBSERVE: Every solution is extended to the whole line.
e REMINDER(EXPONENTIAL OF A MATRIX):
€A = ﬁ
k=0

e CLAIM: 4¢' = Ae™, teR.

Thus, e is a fundamental matriz for y' = Ay.

Proof. The differentiation formula is obtained by differenti-
ating the series.

Now, at t = 0 the exponential is I, the identity matrix. Since
it is regular at ¢ = 0, it is regular for all ¢.

e NOTE: The columns of e are the m solutions of i = Ay with
initial data at t = 0 equal to (respectively) the standard basis
(of C™) vectors (over the complex numbers).

e COROLLARY: eltt9)4 = gtdesd ¢ 5 c R,

Proof. Fix s and consider e(*t9)4, ¢t4es4 as functions of t.
Then they are both fundamental matrices for the equation ' =
Ay, with initial data e*4 at t = 0.

e COROLLARY: det(e?) = e,

Proof. Recall that by the differentiation formula for the de-
terminant of a fundamental matrix

%det(em) = tr(A)det(e™),

so that
det(em) _ etr(A)t7

and take ¢ = 1.
SRR KRR KRR KRR KRR KRR R KRR KR o
e THE SCALAR m—th ORDER EQUATION—CONSTANT
COEFFICIENTS
¢ OPERATOR NOTATION: For a function z(t) € C™(R) we
define

L(D)z(t) = 2™ 4 a2 V() + ... + a1 (t) +apz(t), teER.

The coefficients are now real constants.

e The homogeneous equation is L(D)z = 0.

e A basis {21(t), ..., zm(t)} consists of m linearly independent so-
lutions.
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e "ALGEBRAIZATION” of the problem:
If 2(t) = M, where A € C, then

L(D)=(t) = L(A)=(t),

where

L) = A"+ @ N7 4 L ag )+ ag,
is a polynomial with real coefficients (which is called the char-
acteristic polynomial of the equation).

e DEFINITION: The (complex, in general) zeros of the charac-
teristic polynomial L(\) are called the characteristic values
of the equation.

e CLAIM: If i1 € C is a characteristic value then e is a solution
of the homogeneous equation.

e COROLLARY: If there are m different characteristic values
(i.e., zeros of the characteristic polynomial) {1, ..., A\,,} then

{z1(t) = €M, .., (1) = €'} is a basis for the homogeneous

solutions.
PROOF: To show that it is a basis, consider the matrix
2 (t) 2o(t) 23(t) . zZp(t)
(1) 25(t) () ()
()= | () 23 (t) () . at) ],
A7) A" AT 2T )

and note that at t = 0 it is regular (think of the Vandermonde).

e AND WHAT IF THERE ARE ZEROS OF THE CHAR-
ACTERISTIC POLYNOMIAL WHICH ARE NOT SIM-
PLE?

e Use the operator formulation.

0y 0. oy D

MD5T 5#@%3—5ﬂMM@U:QMM+UQWN

e CONCLUSION: If 4 is a double root of L(A) = 0 then e** and
tett are both solutions of the homogeneous differential equation.
e THE GENERAL CASE.

Theorem. Let {\i,...;\;} be all the (complex) zeros of L(\) =
0, with (respective) multiplicities {ki, ..., k;}(so that ky + ... +
ky =m). Then the set of functions

tedt 0<I<k—1,1<j</,
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1s a basis for the solutions of the homogeneous differential equa-

tion.
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e THE NONHOMOGENEOUS EQUATION (L)-(IV)
L D R R R s R S L L L

e DEFINITION(A Particular Solution): A solution to (L),
not necessarily satisfying the initial condition (IV), is called a
particular solution.

e CLAIM: The difference of any two particular solutions of (L) is
a solution of the HOMOGENEOQOUS equation (LH).

e COROLLARY: Let y**"*(t) be a particular solution to (L). Then
the set of ALL solutions to (L) is given by

y(t) =y""(t) + (t)e, ceC™,

where ®(¢) is a fundamental matrix of (LH) and c is any arbi-
trary (column) vector in C™.

In particular, the (unique!) solution of (L)-(IV) is obtained
by taking:

¢ = ®(to) "' (y° — ¥ (o).
¢ A GENERAL METHOD FOR FINDING THE SOLU-
TION TO (L)-(IV)
e VARIATION OF THE PARAMETERS
e LEMMA: Let ®(¢) be a fundamental matrix of (LH). Then the
unique solution to (L)-(IV) is given by:

t

(VP) y(t) = B()B(t0) " + &(t) / B(s)b(s)ds.
to
This formula is also known as DUHAMEL’S PRINCIPLE.
PROOF: Define y(t) as in the lemma. Using the equality
d'(t) = A(t)®(t) we obtain by simple differentiation (and the
fundamental theorem of calculus):

t

y(1) = ADD(OB(t)° + A)D (1) / B(s)"1b(s)ds + b(t),

to

so indeed y/(t) = A(t)y(t) + b(t). Thus it satisfies (L) and from
the definition it is clear that y(ty) = y°.

e WHY IS IT CALLED ”VARIATION OF THE PA-
RAMETERS”?
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¢ ANSWER Consider the second term in the right-hand side of
(VP), namely

t

(1) / P(s)b(s)ds.
to
It is a particular solution (with initial value 0 at ty). Denoting
by ¢(t) the column vector

It can be written as
t

3 (1) / Bs) bs)ds = 3 s (1), (1),

to J=1

where ®;(t) is the j—th column of ®(t).

Note that if ¢;(t) were constants the sum would be a solution
of the homogeneous equation. By ”varying” these constants
(" parameters”) we get ¢(t), that is determined by the fact that

Q) (t) =b(t), c(tg) =0.
e THE CONSTANT COEFFICIENT CASE, A(t) = A.
We have A(t) = e*) so
t

y(t) = elt=t)Ay0 4 /e(t_S)Ab(s)ds.

to
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