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Abstract: We consider viscous Hamilton-Jacobi equations of the form

$$
\left\{\begin{array}{l}
u_{t}-\Delta u=a|\nabla u|^{p}, \quad x \in \mathbb{R}^{N}, \quad t>0,  \tag{VHJ}\\
u(x, 0)=u_{0}(x), \quad x \in \mathbb{R}^{N} .
\end{array}\right.
$$

where $a \in \mathbb{R}, a \neq 0$ and $p \geq 1$. We provide an extensive investigation of the local Cauchy problem for (VHJ) for irregular initial data $u_{0}$, namely for $u_{0}$ in Lebesgue spaces $L^{q}=L^{q}\left(\mathbb{R}^{N}\right), 1 \leq q<\infty$. The case of initial data measures or in Sobolev spaces is also considered.
When $p<2$, we prove well-posedness in $L^{q}$ for $q \geq q_{c}=\frac{N(p-1)}{2-p}$. This holds without sign restriction neither on $a$ nor on $u_{0}$.
In the case $a>0$ and $u_{0} \geq 0$ (repulsive gradient term) we show that existence fails in all $L^{q}$ spaces when $p \geq 2$. When $p<2$, we prove that both existence and uniqueness fail if $1 \leq q<q_{c}$.
Rather surprisingly, in the case $a<0$ and $u_{0} \geq 0$ (absorbing gradient term), we show that existence holds in $L^{1}$ while it may fail in measures. More precisely, we obtain existence in $L^{q}$ for any $q \geq 1$ when $p \leq 2$ (and also for $p>2$ under some additional assumption on $u_{0}$ ), whereas nonexistence occurs for a large class of measure initial data if $p>\frac{N+2}{N+1}$.
In particular, a critical exponent for existence and uniqueness in the scale of $L^{q}$ spaces appears if the gradient term is repulsive, while none occurs if it is absorbing.
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Keywords: Nonlinear parabolic equations, viscous Hamilton-Jacobi equations, well-posedness, nonexistence, nonuniqueness, Lebesgue spaces, critical exponents.

[^0]
## 1. Introduction

### 1.1. Statement of the problem

This paper is concerned with viscous Hamilton-Jacobi equations of the form
(VHJ)

$$
\left\{\begin{array}{l}
u_{t}-\Delta u=a|\nabla u|^{p}, \quad x \in \mathbb{R}^{N}, \quad t>0 \\
u(x, 0)=u_{0}(x), \quad x \in \mathbb{R}^{N}
\end{array}\right.
$$

where $a \in \mathbb{R}, a \neq 0$ and $p \geq 1$.
The equation (VHJ) possesses both mathematical and physical interest. It can serve as a typical model-case in the theory of parabolic partial differential equations. Indeed, it is the simplest example of a parabolic PDE with a nonlinearity depending on the first order spatial derivatives of $u$, and it can be considered as an analogue of the extensively studied equation with zero order nonlinearity $u_{t}-\Delta u=a|u|^{p-1} u$. On the other hand, the equation $u_{t}-\varepsilon \Delta u=a|\nabla u|^{p}$, which can be easily reduced to (VHJ) by rescaling, may be viewed as the viscosity approximation (as $\varepsilon \rightarrow 0^{+}$) of Hamilton-Jacobi type equations from stochastic control theory (see [Lio]). Also, equation (VHJ) appears in the physical theory of growth and roughening of surfaces, where it is known as the Kardar-ParisiZhang equation (see [KPZ, KS]).

When $u_{0}$ is a sufficiently regular function, say $u_{0} \in C_{b}^{2}$, and $p \geq 1$, the existence of a unique local - and actually global - classical solution of (VHJ) was established in [B1, AB]. This result was recently extended to $u_{0} \in C_{b}$ and $p>0$ in [GGK].

Our purpose is to provide a rather extensive investigation of the local Cauchy problem for (VHJ) for irregular initial data $u_{0}$, namely for $u_{0}$ in Lebesgue spaces $L^{q}=$ $L^{q}\left(\mathbb{R}^{N}\right), 1 \leq q<\infty$. The case of initial data measures or in Sobolev spaces will be also considered. We will present various results on existence, nonexistence, uniqueness and nonuniqueness of solutions. Some of our results will concern positive solutions, while others will apply to solutions of mixed sign. The issue to these questions involve different ranges of values of $p, q$, together with the sign of $a$. Many of our results are optimal and we obtain an almost complete classification regarding local (non-)existence and (non-) uniqueness for all $1 \leq p, q<\infty$.

Beside local existence/uniqueness, another interesting question regarding equation (VHJ) is the long time behavior of solutions (recall that all local solutions of (VHJ) exist globally). This question was studied by a number of authors in the past few years, see [AB, BRV1, BRV2, BK, BL1, BGL, GGK, BLS, BGK, BLSS]. A particular attention was given to the question whether solutions decay as $t \rightarrow \infty$ when $u_{0} \geq 0$ and $a<0$. In Theorem 2.5 below we obtain some decay properties without sign restrictions on $a$ or $u_{0}$.

Results on other aspects of problem (VHJ) and on its generalizations can be found in [BL2, BL3, P, AR1, AR2, AQR]. Also, let us mention that the related equation $u_{t}-\Delta u=a|\nabla u|^{p}+b u^{p}$, first studied in [ChW], has received a lot of attention from the point of view of blow-up and global existence (see [S2] for a recent survey).

Let us briefly summarize our main results. Put

$$
p_{0}=p_{0}(N)=\frac{N+2}{N+1} \quad \text { and } \quad q_{c}=q_{c}(N, p)=\frac{N(p-1)}{2-p} \quad \text { if } p<2
$$

The critical exponent $q_{c}$ plays a crucial role in this theory. We will say that $q$ is supercritical, critical or subcritical, according to whether $q>q_{c}, q=q_{c}$ or $q<q_{c}$.
(i) When $p<2$, we prove well-posedness in $L^{q}$ for supercritical and critical $q$. This holds without sign restriction neither on $a$ nor on $u_{0}$. Well-posedness holds also for measure data if $p<p_{0}(N)$ and for $W^{1, q}$ data if $1 \leq p<\infty$ and $q \geq N(p-1)$.
We next specialize to the case $a>0$ and $u_{0} \geq 0$ (repulsive gradient term) and we obtain:
(ii) When $p \geq 2$, existence fails in general in $L^{q}$ for any $q \geq 1$.
(iii) Thus returning to $p<2$, we show that both existence and uniqueness fail in general in $L^{q}$ for subcritical $q$ and in $W^{1, q}$ if $q<N(p-1)$. The nonuniqueness result is extended to some more general nonlinearities depending on $u$ and $|\nabla u|$.
We then examine the situation when $a<0$ and $u_{0} \geq 0$ (absorbing gradient term).
(iv) We obtain existence in $L^{q}$ for any $q \geq 1$ when $p \leq 2$. This even extends to $p>2$ for $u_{0} \geq 0$ in a large subset of $L^{q}$ (including $u_{0} \in L^{q}$ symmetric radially decreasing, possibly singular at 0 ). However, the uniqueness of this solution is an open question in general, except for $p=2$ where uniqueness holds.
(v) We introduce a notion of $p$-atomic measure, which contains in particular atomic measures, and we show that the previous existence result cannot be extended to such measure initial data.
One of the consequences of our study is that a critical exponent for existence in the scale of $L^{q}$ spaces appears if the gradient term is repulsive, while none occurs if it is absorbing. Also, in the absorbing case, it is a rather surprising fact that existence holds in $L^{1}$ while it may fail in measures. A heuristic interpretation is that when approaching $u_{0}$ by more regular initial data, one "loses" the initial trace in the limiting process if $u_{0}$ is a singular measure. On the contrary, if $u_{0}$ is an $L^{1}$ function, then it is possible to recover the initial trace, by using suitable monotonicity arguments (see Remarks 4.1 and 4.2).

Let us compare our results with previous work on equation (VHJ) with irregular data. It was proved in [BL1] that if $a<0, p<2, u_{0} \geq 0$ and $u_{0} \in L^{1} \cap L^{q}$ with $q>q_{c}$, then (VHJ) admits a unique (mild) solution. Note that, as compared with the result (i) above, the signs of $a$ and $u_{0}$ seem to be essential in the approach of [BL1]. When $u_{0}$ is a bounded and nonnegative measure, it was proved in [BL1] that the existence and uniqueness hold if $a<0,1<p<p_{0}(N)$, whereas nonexistence was shown if $u_{0}$ is a Dirac mass and $a<0, p \geq p_{0}(N)$. The result (v) extends this to more general singular measures.

In [An], the more general degenerate equation $u_{t}-\Delta u^{m}=\left|\nabla u^{r}\right|^{p}(m, r, p \geq 1)$ was considered for initial data measures. Conditions for existence and nonexistence of positive weak solutions were obtained in terms of a certain local regularity property of the measure $u_{0}$. When applied to the special case $m=r=1$ (i.e. (VHJ) with $a>0$ ) and $u_{0} \in L^{q}$, the results of [An] yield local existence of (at least) a solution of (VHJ) when $q>q_{c}$ and nonexistence if $q<q_{c}$. Although the context of [ An ] is more general than ours, it has to be pointed out that, as a consequence of the completely different approach, the resulting (weak) solution lies only in some local spaces and that both existence in the critical case and uniqueness are left open in this approach. Also the assumption $a>0$ seems important in the arguments used for existence. On the other hand our
nonexistence result in (iii) is close to the nonexistence result of [An] for $m=r=1$. However the functional frameworks are different: we work with mild solutions which require $u \in C\left([0, T) ; L^{q}\left(\mathbb{R}^{N}\right)\right.$ ) and $|\nabla u|^{p} \in L^{1}\left(0, T ; L^{q}\left(\mathbb{R}^{N}\right)\right)$, while [An] works with weak solutions which require $u \in C\left([0, T) ; L_{\mathrm{loc}}^{2}\left(\mathbb{R}^{N}\right)\right)$ and $|\nabla u|^{2} \in L_{\mathrm{loc}}^{1}\left((0, T) \times \mathbb{R}^{N}\right)$, and the two sets of hypotheses are not comparable in general for $q \geq 1$ and $1<p<2$. Also our method is simpler.

Remark 1.1. Let us point out that the situation for the Cauchy problem is rather different from that for the Cauchy-Dirichlet problem associated with (VHJ) on a bounded domain. This is due to the fact that solutions of the latter problem may exhibit finite time gradient blowup whehever $p>2$ (see, e.g., [FL, S3]), a phenomenon which does not occur for the Cauchy problem. This is the reason - besides simplicity - why we have restricted our attention to the Cauchy problem, although many of the results discussed here would certainly apply to the bounded domain case (with homogeneous Dirichlet conditions) when $p<2$. For some related existence/nonexistence results in the bounded domain case, let us mention the papers [BMP, Al]. For results in the case of periodic boundary conditions, see [BGL, GGK, BLSS].

The outline of the paper is as follows.
Section 1.2 of the Introduction contains the necessary notation and definitions of solutions.

Section 2 is devoted to well-posedness for supercritical and critical $q(a>0$ or $<0)$. We also consider initial data in measures and in Sobolev spaces.

In Section 3 we specialize to the case $a>0, u_{0} \geq 0$. After showing nonexistence in $L^{q}$ for $p \geq 2$, we prove both nonexistence and nonuniqueness results for $p<2$ and $q$ subcritical, and we give extensions of the nonuniqueness results to different equations.

Then in Section 4, we turn to the case $a<0, u_{0} \geq 0$. We prove existence in all $L^{q}$ for all $1<p<2$ (and for all $p>1$ for a large subset of $L^{q}$ ). We then show existence and uniqueness in all $L^{q}$ for $p=2$. Finally we study the nonexistence for singular measures when $p>p_{0}(N)$.

Some of the results of this paper have been announced in [BSW] and [B3].

### 1.2. Notation and definitions of solutions

In what follows, $L^{q}=L^{q}\left(\mathbb{R}^{N}\right), 1 \leq q \leq \infty$, denotes the usual Lebesgue spaces of real valued functions, with norm denoted by $\|\cdot\|_{q} \cdot W^{1, q}=W^{1, q}\left(\mathbb{R}^{N}\right)$ is the usual Sobolev space. $\mathcal{M}=\mathcal{M}\left(\mathbb{R}^{N}\right)$ denotes the Banach space of bounded Borel measures on $\mathbb{R}^{N}$, the dual space of $C_{0}\left(\mathbb{R}^{N}\right)$. Also, throughout the paper, we will denote by $C, c, C_{1}, C_{2}, \ldots$ various positive constants which may vary from line to line. The dependence of these constants will be made precise when necessary.

For all $t>0, e^{t \Delta}$ denotes the convolution operator with the standard heat kernel, that is

$$
\left(e^{t \Delta} f\right)(x)=\int_{\mathbb{R}^{N}} G(x-y, t) f(y) d y
$$

where

$$
G(x, t)=(4 \pi t)^{-N / 2} e^{-\frac{|x|^{2}}{4 t}}, \quad t>0, \quad x \in \mathbb{R}^{N}
$$

and $f$ is either a nonnegative measurable function, or $f \in L^{q}$ for some $q \in[1, \infty]$. If $f$ is a finite Borel measure or, more generally, if $f \in \mathcal{S}^{\prime}$, then $\left(e^{t \Delta} f\right)(x)$ is understood as $\langle f, G(t, x-)$.$\rangle .$

Let $a \in \mathbb{R}, a \neq 0,1 \leq p<\infty$ and $1 \leq q<\infty$ be real numbers. We are primarily interested in the existence and uniqueness of mild solutions of the equation (VHJ) i.e., solutions of the integral equation

$$
\begin{equation*}
u(t)=e^{t \Delta} u_{0}+a \int_{0}^{t} e^{(t-s) \Delta}|\nabla u(s)|^{p} d s, \quad 0 \leq t<T \tag{1.1}
\end{equation*}
$$

for some $T \in(0, \infty]$, where $u_{0} \in \mathcal{S}^{\prime}$ and the unknown function $u=u(x, t)$ is a real valued measurable function on $Q_{T}:=\mathbb{R}^{N} \times(0, T)$. We will use interchangeably $u(t)$ for $u(\cdot, t)$ when there is no risk of confusion. Also, for $1 \leq p<2$ we put

$$
q_{c}=\frac{N(p-1)}{2-p}
$$

The function $u$ being a solution of (1.1) can be defined in several ways. In view of the uniqueness and nonexistence results that we will develop, it is natural to work with reasonable notions of solutions that are as general as possible.

Our basic definition of solution is the following.
Definition 1.1. Let $u_{0} \in \mathcal{S}^{\prime}$. A pointwise mild solution of (VHJ) is a function $u \in$ $L_{\mathrm{loc}}^{1}\left(Q_{T}\right)$ such that $\nabla u \in L_{\mathrm{loc}}^{p}\left(Q_{T}\right)$ and such that

$$
\begin{array}{r}
u(x, t)=\left(e^{t \Delta} u_{0}\right)(x)+a \int_{0}^{t} \int_{\mathbb{R}^{N}} G(x-y, t-s)|\nabla u(y, s)|^{p} d y d s  \tag{1.2}\\
\qquad \text { for a.e. }(x, t) \in Q_{T}
\end{array}
$$

Note that the time-space integral term in (1.2) makes sense since $|\nabla u(y, s)|^{p}$ is a nonnegative measurable function in $Q_{T}$ and that since $u \in L_{\mathrm{loc}}^{1}\left(Q_{T}\right),(1.2)$ implies that the time-space integral term is finite for almost every $(x, t) \in Q_{T}$.

We will make use also of the following notion of mild $L^{q}$ solution.
Definition 1.2. Let $q \in[1, \infty)$ and $u_{0} \in L^{q}$. A mild $L^{q}$ solution of (VHJ) is a function $u \in C\left([0, T) ; L^{q}\right)$ such that

$$
\begin{equation*}
|\nabla u|^{p} \in L^{1}\left(0, T ; L^{q}\right) \tag{1.3}
\end{equation*}
$$

and

$$
\begin{equation*}
u(t)=e^{t \Delta} u_{0}+a \int_{0}^{t} e^{(t-s) \Delta}|\nabla u(s)|^{p} d s \quad \text { in } L^{q} \text { for all } 0 \leq t<T \tag{1.4}
\end{equation*}
$$

(If $T=\infty$, the condition (1.3) is replaced by $|\nabla u|^{p} \in L^{1}\left(0, T_{0} ; L^{q}\right.$ ) for all $T_{0} \in(0, \infty)$.)
It is clear that any mild $L^{q}$ solution is a pointwise mild solution. Conversely, for $q=1$, we have:

Proposition 1.1. Let $T \in(0, \infty), q=1$ and $u_{0} \in L^{1}$ and let $u$ be a pointwise mild solution of (VHJ). Assume that either

$$
\begin{equation*}
a<0, \quad u \geq 0 \text { a.e. in } Q_{T} \tag{1.5}
\end{equation*}
$$

or

$$
\begin{equation*}
\operatorname{ess}_{\liminf }^{t \rightarrow T} \mid ~\|u(t)\|_{1}<\infty \tag{1.6}
\end{equation*}
$$

Then

$$
\begin{equation*}
|\nabla u|^{p} \in L^{1}\left(0, T ; L^{1}\right) \tag{1.7}
\end{equation*}
$$

and $u$ is a mild $L^{1}$ solution.
Proof. Using Fubini's theorem and the preservation of the integral by $e^{t \Delta}$, we have

$$
\begin{equation*}
\int_{0}^{t} \int_{\mathbb{R}^{N}}|\nabla u(y, s)|^{p} d y d s=\int_{\mathbb{R}^{N}} \int_{0}^{t} e^{(t-s) \Delta}|\nabla u(s)|^{p} d y d s \tag{1.8}
\end{equation*}
$$

First assume (1.5). Integrating (1.2) in space and using (1.8), $u \geq 0$ and $u_{0} \in L^{1}$, we get

$$
|a| \int_{0}^{t} \int_{\mathbb{R}^{N}}|\nabla u(y, s)|^{p} d y d s \leq \int_{\mathbb{R}^{N}} e^{t \Delta} u_{0}(y) d y \leq\left\|u_{0}\right\|_{1}<\infty
$$

Since $e^{t \Delta} u_{0} \in C\left([0, T) ; L^{1}\right)$, this easily implies that $u \in C\left([0, T) ; L^{1}\right)$ and that (1.3) and (1.4) are satisfied.

Now assuming (1.6), we obtain similarly that

$$
|a| \int_{0}^{T} \int_{\mathbb{R}^{N}}|\nabla u(y, s)|^{p} d y d s \leq\left\|u_{0}\right\|_{1}+\operatorname{ess} \lim \inf _{t \rightarrow T}\|u(t)\|_{1}<\infty
$$

and we conclude as before.
Denote by $C_{b}^{2}=C_{b}^{2}\left(\mathbb{R}^{N}\right)$ the space of functions with bounded continuous partial derivatives up to second order and by $C^{2,1}\left(Q_{T}\right)$ the space of functions which are continuously differentiable in $Q_{T}$ up to order two in $x$ and one in $t$.
Definition 1.3. Let $u_{0} \in L^{q}$. A classical solution of (VHJ) in $Q_{T}$ is a function $u \in$ $C\left([0, T) ; L^{q}\right) \cap C^{2,1}\left(Q_{T}\right)$ such that $u(0)=u_{0}$,

$$
u \in C\left((0, T) ; C_{\mathrm{b}}^{2}\right)
$$

and $u_{t}-\Delta u=a|\nabla u|^{p}$ for all $(x, t) \in Q_{T}$.
When considering the issue of local existence-uniqueness in $\mathcal{M}$, we will use the following definition.
Definition 1.4. Let $u_{0} \in \mathcal{M}$. A mild $\mathcal{M}$ solution of (VHJ) is a function $u \in C_{\mathrm{b}}((0, T)$; $\left.L^{1}\right)$ such that $|\nabla u|^{p} \in L^{1}\left(0, T ; L^{1}\right)$, (1.1) holds in $L^{1}$ for all $t \in(0, T)$ and $u(t)-e^{t \Delta} u_{0}$ converges to 0 in $L^{1}$ as $t \rightarrow 0$. In particular, $u(t) \rightharpoonup u_{0}$ weak star in $\mathcal{M}$ as $t \rightarrow 0$.

Remark 1.2. If $u_{0} \in \mathcal{M}$ and $u$ is a pointwise mild solution of (VHJ), then $u$ is a mild $\mathcal{M}$ solution whenever (1.5) or (1.6) holds. This follows from the proof of Proposition 1.1.

## 2. Well-posedness in supercritical and critical $L^{q}$ spaces.

### 2.1. Main results

Our main result on well-posedness is the following theorem.
Theorem 2.1. Assume $1 \leq p<2$. Let $1 \leq q<\infty$ satisfy $q>q_{c}$ or $q=q_{c}>1$, and let $u_{0} \in L^{q}$.
(i) There exists a global solution

$$
\begin{equation*}
u \in C\left([0, \infty) ; L^{q}\right) \cap C\left((0, \infty) ; W^{1, r}\right), \quad q \leq r \leq \infty \tag{2.1}
\end{equation*}
$$

of (1.1). The function $u$ is a mild $L^{q}$ solution if $q>q_{c}$ and a pointwise mild solution if $q=q_{c}$. Moreover, $u$ is a classical solution of (VHJ) in $\mathbb{R}^{N} \times(0, \infty)$.
(ii) Assume $q>q_{c}$. For all $T>0, u$ is the unique local in time (pointwise mild) solution of (1.1) in the class

$$
\begin{equation*}
C\left([0, T) ; L^{q}\right) \cap C\left((0, T) ; W^{1, p q}\right) \tag{2.2}
\end{equation*}
$$

(iii) Assume $q=q_{c}$. For all $T>0, u$ is the unique local in time (pointwise mild) solution of (1.1) in the class

$$
\begin{equation*}
C\left([0, T) ; L^{q_{c}}\right) \cap C\left((0, T) ; W^{1, r}\right) \tag{2.3}
\end{equation*}
$$

for any $r \geq p$ such that $q_{c}<r<p q_{c}$.

In the case of initial data measures, we have the following result.
Theorem 2.2. Let $1 \leq p<\frac{N+2}{N+1}$ hence, $q_{c}<1$. For every $u_{0} \in \mathcal{M}$ there exists a function

$$
\begin{equation*}
u \in C_{b}\left((0, \infty) ; L^{1}\right) \cap C\left((0, \infty) ; W^{1, r}\right), \quad 1 \leq r \leq \infty \tag{2.4}
\end{equation*}
$$

which is a global mild $\mathcal{M}$ solution of (1.1). Moreover, $u$ is a classical solution of (VHJ) in $\mathbb{R}^{N} \times(0, \infty)$. Furthermore, for all $T>0, u$ is the unique pointwise mild solution of (1.1) in the class $C_{b}\left((0, T) ; L^{1}\right) \cap C\left((0, T) ; W^{1, p}\right)$.

As a corollary to the proof of Theorems 2.1 and 2.2 , we obtain that the solutions given there satisfy the following smoothing properties for small $t$.

Proposition 2.3. There exist $T, C>0$ such that the solution given in Theorems 2.1 and 2.2 satisfy

$$
\begin{equation*}
\sup _{(0, T]} t^{\frac{N}{2}\left(\frac{1}{q}-\frac{1}{r}\right)}\|u(t)\|_{r} \leq C, \quad q \leq r \leq \infty \tag{2.5}
\end{equation*}
$$

(with $q=1$ in the case of Theorem 2.2.).

$$
\begin{equation*}
\sup _{(0, T]} t^{\frac{N}{2}\left(\frac{1}{q}-\frac{1}{r}\right)+\frac{1}{2}}\|\nabla u(t)\|_{r} \leq C, \quad q \leq r \leq \infty . \tag{2.6}
\end{equation*}
$$

Moreover, in the case of Theorem 2.1 with $q>q_{c}$ (resp., of Theorem 2.2), $T$ and $C$ actually depend only on $\left\|u_{0}\right\|_{q}$ (resp., $\left\|u_{0}\right\|_{\mathcal{M}}$ ). In the case of Theorem 2.1 with $q=q_{c}$, if $\left\|u_{0}\right\|_{q}$ is sufficiently small, then (2.5) and (2.6) hold with $T=\infty$ and $C$ independent of $u_{0}$.

In the next proposition, we consider the solvability of (1.4) in the Sobolev spaces $W^{1, q}$ instead of the Lebesgue spaces $L^{q}$. We will show existence and uniqueness of local solutions to (1.1) for all $u_{0} \in W^{1, q}$ where $q>N(p-1)$ or $q=N(p-1)>1$. Note that we no longer need assume $p<2$. When $1 \leq q<N(p-1)$, we will show in Section 3 that local uniqueness is no longer true in general, and some nonexistence results will be given in Section 4.

Proposition 2.4. Assume $p \geq 1$ and let $1 \leq q<\infty$ satisfy $q>N(p-1)$ or $q=$ $N(p-1)>1$. Let $u_{0} \in W^{1, q}$.
(i) There exists a global pointwise mild solution

$$
u \in C\left([0, \infty) ; W^{1, q}\right) \cap C\left((0, \infty) ; W^{1, r}\right), \quad q \leq r \leq \infty
$$

of (1.1). Moreover, $u$ is a classical solution of (VHJ) in $\mathbb{R}^{N} \times(0, \infty)$.
(ii) Assume $q>N(p-1)$. For all $T>0$, $u$ is the unique local in time (pointwise mild) solution of (1.1) in the class

$$
C\left([0, T) ; W^{1, q}\right) \cap C\left((0, T) ; W^{1, p q}\right) .
$$

(iii) Assume $q=N(p-1)>1$. For all $T>0, u$ is the unique local in time (pointwise mild) solution of (1.1) in the class

$$
C\left([0, T) ; W^{1, q}\right) \cap C\left((0, T) ; W^{1, r}\right),
$$

for all $r \geq p$ such that $N(p-1)<r<N p(p-1)$.
(iv) There exist $T, C>0$ such that the solution given in (i) satisfies

$$
\sup _{(0, T]} t^{\frac{N}{2}\left(\frac{1}{q}-\frac{1}{r}\right)}\left(\|u(t)\|_{r}+\|\nabla u(t)\|_{r}\right) \leq C, \quad q \leq r \leq \infty .
$$

In particular if $N(p-1)<q<N$, then

$$
\begin{equation*}
|\nabla u|^{p} \in L^{1}\left(0, T ; L^{q^{*}}\right) \quad\left(q^{*}=N q /(N-q)\right) . \tag{2.8}
\end{equation*}
$$

Moreover, if $q>N(p-1)$, then $T$ and $C$ depend only on $\left\|u_{0}\right\|_{W^{1, q}}$.

Remarks 2.1. (a) The local $L^{q}$ theory for (VHJ) with $a>0$, that we describe in Theorem 2.1 (and in Theorems 3.1 and 3.2 below), has many common features with the known $\mathrm{L}^{q}$ theory of the equation

$$
\begin{equation*}
u_{t}-\Delta u=|u|^{p-1} u \tag{2.7}
\end{equation*}
$$

For the latter equation, the critical exponent is $N(p-1) / 2$. Well-posedness for $q \geq$ $N(p-1) / 2$ (with $q>1$ if $q=N(p-1) / 2$ ) was proved in [W2], Theorem 1. The uniqueness class was improved in [BC]. For $q<N(p-1) / 2$, nonexistence results were obtained in [W2, W4, BP]) and examples of nonuniqueness in [HW, Ba] (see also [NS]).
(b) If $q>q_{c}$ and $u_{0} \in L^{q}$, the solution given by Theorem 2.1 is actually unique in the larger class $L^{\infty}\left(0, T ; L^{q}\right) \cap L_{\text {loc }}^{\infty}\left(0, T ; W^{1, p q}\right)$. This follows from slight modifications of the proofs below (see Remark 2.5).
(c) If $q>q_{c}$, the arguments of the proof of Theorem 2.1 show that for all finite $t_{0}$, the solution $u$ on $\left[0, t_{0}\right]$ depends continuously in $L^{q}$ on the initial data (see also Remarks 2.3 and 2.6).
(d) The conclusions of Theorem 2.1 (i) and (ii) and Proposition 2.3 remain valid for $q=\infty$ and any $1 \leq p<2$. In this case one has to replace (2.1) and (2.2) by $u(t)-e^{t \Delta} u_{0} \in C\left([0, \infty) ; L^{\infty}\right), u \in C\left((0, \infty) ; W^{1, \infty}\right)$.
(e) The conclusions of Theorems 2.1 and 2.2 remain true (except perhaps for $u$ being a classical solution) if the coefficient $a$ is replaced by any function $a(x) \in L^{\infty}\left(\mathbb{R}^{N}\right)$.

We conclude this section by a result concerning the large time behavior of solutions of (VHJ). In the critical case $q=q_{c}>1$, one has the following decay property for small initial data, which shows that $u \equiv 0$ is a stable and asymptotically stable equilibrium of (VHJ) in $L^{q_{c}}$.

Theorem 2.5. Assume $q=q_{c}>1$ (hence $p_{0}<p<2$ ) and $u_{0} \in L^{q_{c}}$. There exists $\varepsilon_{0}=\varepsilon_{0}(p, N)>0$ such that the solution of (1.1) given by Theorem 2.1 satisfies

$$
\sup _{[0, \infty)}\|u(t)\|_{q_{c}} \leq 2\left\|u_{0}\right\|_{q_{c}} \quad \text { and } \quad \lim _{t \rightarrow \infty}\|u(t)\|_{q_{c}}=0
$$

whenever $\left\|u_{0}\right\|_{q_{c}} \leq \varepsilon_{0}$. Moreover one also has $\lim _{t \rightarrow \infty}\|u(t)\|_{k}=0$ for all $k \in\left(q_{c}, \infty\right]$.

Remarks 2.2. (a) A similar result was proved in [S1] for the nonlinear heat equation (2.7). Namely, if $q=N(p-1) / 2>1$ and the initial data is small in $L^{q}$ norm, then $u$ is global and decays in $L^{q}$. See also [Ka1] for a related result concerning the Navier-Stokes equations.
(b) The smallness condition on $\left\|u_{0}\right\|_{q_{c}}$ in Theorem 2.5 cannot be removed. Indeed, the (self-similar) solution constructed in Theorem 3.3 satisfies $\|u(t)\|_{q_{c}}=\left\|u_{0}\right\|_{q_{c}}>0$ for all $t \in[0, \infty)$.
(c) No extension of Theorem 2.5 to $q=1$ is possible when $a>0$ : if $u_{0} \geq 0$ (with, say, $\left.u_{0} \in L^{1} \cap C_{b}\right)$, then $\|u(t)\|_{1} \geq\left\|e^{t \Delta} u_{0}\right\|_{1}=\left\|u_{0}\right\|_{1}$.

### 2.2 Proofs

Our proof of local existence and uniqueness of solutions to (1.1) in $L^{q}$ and in $W^{1, q}$ uses ideas which go back to [KF, W1, W2]. These arguments have been carried out in a number of contexts, in particular for the Navier-Stokes equations. In [ChW], in the case where the nonlinear part of (1.1) also includes a power term, well-posedness of the Cauchy problem for (1.1) was proved in $W_{0}^{1, q}(\Omega)$, where $\Omega$ is a smooth bounded domain in $\mathbb{R}^{N}$, under the hypotheses $q>N(p-1)$ and $q \geq p$ plus other conditions related to the power term. The proof is based on the abstract theory in [W1]. Also, [ChW] includes a brief remark on how the methods of [W2] can be applied to give well-posedness in certain $L^{q}(\Omega)$ spaces. Later, in [AW] it is observed that the same results carry over if $\Omega$ is replaced by $\mathbb{R}^{N}$. More recently, in [SnTW1] the integral equation (1.1) with an invariant power term added is studied in the "critical" case (corresponding to $q=q_{c}$ in Theorem 2.1 above). Here the ideas are ultimately based on the treatment of the critical case in [W2], but follow more closely the treatment in [CaW] of the pure power nonlinear heat equation. The spaces $X, Y, \ldots$ that we use below are in some sense analogous to those used in [GMO, Ka2] for the treatment of the 2 dimensional Navier-Stokes equations in vorticity formulation.

Since both the details of the proofs and the statements of the results for wellposedness of (1.1) in $L^{q}$ and in $W^{1, q}$ are different from in the case where a power term is present, and since not all of our results can be directly deduced from the abstract framework in [W2], we present the proofs in enough detail as to minimize explicit references to previous results. Moreover, we will improve the result in [ChW] on well-posedness in $W^{1, q}$ by eliminating the requirement that $q \geq p$.

If $u:(0, T] \rightarrow W^{1, r}$, for some $r \geq p$, is a continuous function, we formally define

$$
\begin{equation*}
\mathcal{G} u(t)=\int_{0}^{t} e^{(t-s) \Delta}|\nabla u(s)|^{p} d s \tag{2.9}
\end{equation*}
$$

Our basic approach is to prove existence of solutions to (1.1) by showing that the application $\mathcal{F}$ given by

$$
\mathcal{F} u(t)=e^{t \Delta} u_{0}+a \mathcal{G} u(t)
$$

is a strict contraction on an appropriate complete metric space of curves.
In all Section $2.2, C$ denotes a generic positive constant depending only on $N, p, q$, $r$ and $a$.

Proof of Theorem 2.1 for $q>q_{c}$.
For $0<T<\infty$, let $X=X(T)$ be the Banach space of continuous curves $u:(0, T] \rightarrow$ $W^{1, p q}$ such that

$$
\|u\|_{X}=\max \left[\sup _{(0, T]} t^{\alpha}\|u(t)\|_{p q}, \sup _{(0, T]} t^{\alpha+\frac{1}{2}}\|\nabla u(t)\|_{p q}\right]<\infty
$$

where

$$
\begin{equation*}
\alpha=\frac{N}{2}\left(\frac{1}{q}-\frac{1}{p q}\right) . \tag{2.10}
\end{equation*}
$$

We denote by $X_{K}(T)$ the closed ball of $X$ with radius $K$.
The first step (Lemma 2.1) is to use a contraction mapping argument to obtain existence and uniqueness of a local (and actually global) solution in a more restricted class than (2.2), namely, $u \in C\left([0, T] ; L^{q}\right) \cap X_{K}(T)$ for suitable $K, T>0$. In a second step (Lemma 2.2), we will then show that uniqueness actually holds in the larger class (2.3).

Lemma 2.1. Assume $q>q_{c}, q \geq 1$ and $u_{0} \in L^{q}$.
(i) Let $K, T>0$ satisfy

$$
\begin{equation*}
K \geq C_{1}\left(\left\|u_{0}\right\|_{q}+K^{p} T^{\gamma}\right) \tag{2.11}
\end{equation*}
$$

where $C_{1}=C_{1}(N, p, q, a)>0$ and $\gamma=1-p\left(\alpha+\frac{1}{2}\right)>0$. Then there exists a unique function $u \in X_{K}(T)$ which is a (pointwise mild) solution of (1.1) on $(0, T)$. Moreover, $u \in C\left([0, T] ; L^{q}\right)$ and $u$ is actually a mild $L^{q}$ solution.
(ii) For all $T^{\prime}>0$, there is at most one (pointwise mild) solution of (1.1) in the class $X\left(T^{\prime}\right)$.

Note that Lemma 2.1 guarantees the existence of a unique maximal solution of (1.1) in $X\left(T_{\max }\right)$ for some $T_{\max } \in(0, \infty]$, with $u \in X(\infty)$ meaning $u \in X(T)$ for all $T>0$. This solution will be referred to as the solution given by Lemma 2.1. We will see later that this solution is actually global, i.e. $T_{\max }=\infty$.

Proof of Lemma 2.1. (i) If $u \in X_{K}(T)$, using

$$
\left\|e^{t \Delta} \phi\right\|_{p q} \leq C t^{-\alpha}\|\phi\|_{q} \quad \text { and } \quad\left\|\nabla e^{t \Delta} \phi\right\|_{p q} \leq C t^{-\alpha-1 / 2}\|\phi\|_{q}
$$

we have, for all $t \in[0, T]$,

$$
\begin{aligned}
\|\mathcal{G} u(t)\|_{p q} & \leq C \int_{0}^{t}(t-s)^{-\alpha}\left\|\left.\nabla u(s)\right|^{p}\right\|_{q} d s=C \int_{0}^{t}(t-s)^{-\alpha}\|\nabla u(s)\|_{p q}^{p} d s \\
& \leq C K^{p} \int_{0}^{t}(t-s)^{-\alpha} s^{-p\left(\alpha+\frac{1}{2}\right)} d s=C K^{p} t^{1-\alpha-p\left(\alpha+\frac{1}{2}\right)} \int_{0}^{1}(1-s)^{-\alpha} s^{-p\left(\alpha+\frac{1}{2}\right)} d s \\
& \leq C K^{p} t^{-\alpha} T^{1-p\left(\alpha+\frac{1}{2}\right)}
\end{aligned}
$$

and

$$
\begin{aligned}
\|\nabla \mathcal{G} u(t)\|_{p q} & \leq C \int_{0}^{t}(t-s)^{-\alpha-\frac{1}{2}}\left\||\nabla u(s)|^{p}\right\|_{q} d s=C \int_{0}^{t}(t-s)^{-\alpha-\frac{1}{2}}\|\nabla u(s)\|_{p q}^{p} d s \\
& \leq C K^{p} \int_{0}^{t}(t-s)^{-\alpha-\frac{1}{2}} s^{-p\left(\alpha+\frac{1}{2}\right)} d s \\
& =C K^{p} t^{-\alpha-\frac{1}{2}+1-p\left(\alpha+\frac{1}{2}\right)} \int_{0}^{1}(1-s)^{-\alpha-\frac{1}{2}} s^{-p\left(\alpha+\frac{1}{2}\right)} d s \\
& \leq C K^{p} t^{-\alpha-\frac{1}{2}} T^{1-p\left(\alpha+\frac{1}{2}\right)}
\end{aligned}
$$

In particular, it follows that

$$
\begin{equation*}
\|\mathcal{G} u\|_{X} \leq C K^{p} T^{1-p\left(\alpha+\frac{1}{2}\right)} \tag{2.12}
\end{equation*}
$$

(where $C$ is independent of $T$, and in fact depends only on $p$ and $q$ ). The fact that $q>q_{c}$ guarantees that all the integrals above are convergent and that $1-p\left(\alpha+\frac{1}{2}\right)>0$.

Moreover, we note that $u_{0} \in L^{q}$ implies

$$
\begin{equation*}
\max \left[\sup _{(0, T]} t^{\alpha}\left\|e^{t \Delta} u_{0}\right\|_{p q}, \sup _{(0, T]} t^{\alpha+\frac{1}{2}}\left\|\nabla e^{t \Delta} u_{0}\right\|_{p q}\right] \leq C\left\|u_{0}\right\|_{q} . \tag{2.13}
\end{equation*}
$$

Choose $K, T>0$ such that (2.11) holds. It follows from (2.12) and (2.13) that $\mathcal{F}$ maps $X_{K}(T)$ into itself.

Now using

$$
\begin{equation*}
\left\||\nabla u|^{p}-|\nabla v|^{p}\right\|_{r / p} \leq p\left(\|\nabla u\|_{r}^{p-1}+\|\nabla v\|_{r}^{p-1}\right)\|\nabla u-\nabla v\|_{r} \quad(\text { valid for } r \geq p) \tag{2.14}
\end{equation*}
$$

with $r=p q$, we obtain for all $t \in[0, T)$,

$$
\begin{aligned}
\|\mathcal{F} u(t)-\mathcal{F} v(t)\|_{p q} & \leq C \int_{0}^{t}(t-s)^{-\alpha}\left\|\left.\nabla u(s)\right|^{p}-|\nabla v(s)|^{p}\right\|_{q} d s \\
& \leq C K^{p-1} \int_{0}^{t}(t-s)^{-\alpha} s^{-\left(\alpha+\frac{1}{2}\right)(p-1)}\|\nabla u(s)-\nabla v(s)\|_{p q} d s \\
& \leq C K^{p-1}\|u-v\|_{X} \int_{0}^{t}(t-s)^{-\alpha} s^{-\left(\alpha+\frac{1}{2}\right) p} d s \\
& \leq C K^{p-1} t^{-\alpha} T^{1-p\left(\alpha+\frac{1}{2}\right)}\|u-v\|_{X}
\end{aligned}
$$

and similarly

$$
\|\nabla \mathcal{F} u(t)-\nabla \mathcal{F} v(t)\|_{p q} \leq C K^{p-1} t^{-\alpha-1 / 2} T^{1-p\left(\alpha+\frac{1}{2}\right)}\|u-v\|_{X} .
$$

Therefore,

$$
\|\mathcal{F} u-\mathcal{F} v\|_{X} \leq C K^{p-1} T^{1-p\left(\alpha+\frac{1}{2}\right)}\|u-v\|_{X}
$$

and assuming (2.11) (with $C_{1}$ perhaps replaced by a slightly larger value), it follows that $\mathcal{F}$ is indeed a strict contraction on $X_{K}$, and thus has a unique fixed point $u$. This fixed point is a (pointwise mild) solution of (1.1).

Finally, if $m \geq q$, we can modify the calculation leading to (2.12) as follows. (This was not needed for the contraction argument, but will be useful to obtain additional properties of the solution, in particular Proposition 2.3.)

$$
\begin{aligned}
\|\mathcal{G} u(t)\|_{m} & \leq C \int_{0}^{t}(t-s)^{-\frac{N}{2}\left(\frac{1}{q}-\frac{1}{m}\right)}\left\|\left.\nabla u(s)\right|^{p}\right\|_{q} d s=C \int_{0}^{t}(t-s)^{-\frac{N}{2}\left(\frac{1}{q}-\frac{1}{m}\right)}\|\nabla u(s)\|_{p q}^{p} d s \\
& \leq C K^{p} \int_{0}^{t}(t-s)^{-\frac{N}{2}\left(\frac{1}{q}-\frac{1}{m}\right)} s^{-p\left(\alpha+\frac{1}{2}\right)} d s \\
& =C K^{p} t^{-\frac{N}{2}\left(\frac{1}{q}-\frac{1}{m}\right)+1-p\left(\alpha+\frac{1}{2}\right)} \int_{0}^{1}(1-s)^{-\frac{N}{2}\left(\frac{1}{q}-\frac{1}{m}\right)} s^{-p\left(\alpha+\frac{1}{2}\right)} d s .
\end{aligned}
$$

Thus, if

$$
\frac{1}{q}-\frac{2}{N}<\frac{1}{m} \leq \frac{1}{q}
$$

then $\mathcal{G} u:(0, T] \rightarrow L^{m}$ is continuous and

$$
\begin{equation*}
t^{\frac{N}{2}\left(\frac{1}{q}-\frac{1}{m}\right)}\|\mathcal{G} u(t)\|_{m} \leq C K^{p} t^{1-p\left(\alpha+\frac{1}{2}\right)} \leq C K^{p} T^{1-p\left(\alpha+\frac{1}{2}\right)} \tag{2.15}
\end{equation*}
$$

In particular, $\mathcal{G} u:(0, T] \rightarrow L^{q}$ is continuous and $\lim _{t \rightarrow 0}\|\mathcal{G} u(t)\|_{q}=0$. Since $e^{t \Delta} u_{0} \in$ $C\left([0, T] ; L^{q}\right)$, it follows that $\mathcal{F} u \in C\left([0, T) ; L^{q}\right)$ hence,

$$
\begin{equation*}
u \in C\left([0, T) ; L^{q}\right) \tag{2.16}
\end{equation*}
$$

Also we note that since $p(\alpha+1 / 2)<1, u \in X(T)$ implies that $|\nabla u|^{p} \in L^{1}\left(0, T ; L^{q}\right)$, so that $u$ is indeed a mild $L^{q}$ solution. Moreover,

$$
\begin{aligned}
\|\nabla \mathcal{G} u(t)\|_{m} & \leq C \int_{0}^{t}(t-s)^{-\frac{N}{2}\left(\frac{1}{q}-\frac{1}{m}\right)-\frac{1}{2}}\left\|\left.\nabla u(s)\right|^{p}\right\|_{q} d s \\
& =C \int_{0}^{t}(t-s)^{-\frac{N}{2}\left(\frac{1}{q}-\frac{1}{m}\right)-\frac{1}{2}}\|\nabla u(s)\|_{p q}^{p} d s \\
& \leq C K^{p} \int_{0}^{t}(t-s)^{-\frac{N}{2}\left(\frac{1}{q}-\frac{1}{m}\right)-\frac{1}{2}} s^{-p\left(\alpha+\frac{1}{2}\right)} d s \\
& =C K^{p} t^{-\frac{N}{2}\left(\frac{1}{q}-\frac{1}{m}\right)-\frac{1}{2}+1-p\left(\alpha+\frac{1}{2}\right)} \int_{0}^{1}(1-s)^{-\frac{N}{2}\left(\frac{1}{q}-\frac{1}{m}\right)-\frac{1}{2}} s^{-p\left(\alpha+\frac{1}{2}\right)} d s
\end{aligned}
$$

Thus, if

$$
\begin{equation*}
\frac{1}{q}-\frac{1}{N}<\frac{1}{m} \leq \frac{1}{q} \tag{2.17}
\end{equation*}
$$

then $\nabla \mathcal{G} u:(0, T] \rightarrow L^{m}$ is continuous and

$$
\begin{equation*}
t^{\frac{N}{2}\left(\frac{1}{q}-\frac{1}{m}\right)+\frac{1}{2}}\|\nabla \mathcal{G} u(t)\|_{m} \leq C K^{p} t^{1-p\left(\alpha+\frac{1}{2}\right)} \leq C K^{p} T^{1-p\left(\alpha+\frac{1}{2}\right)} \tag{2.18}
\end{equation*}
$$

(ii) Let $u$ and $v$ be two solutions of (1.1) in $X\left(T^{\prime}\right)$ for some $T^{\prime}>0$. It follows from (2.16) that $u, v \in C\left(\left[0, T^{\prime}\right] ; L^{q}\right)$. Since $u$ and $v$ both belong to $X_{K^{\prime}}\left(T^{\prime}\right)$ for some $K^{\prime}>C_{1}\left\|u_{0}\right\|_{q}$, by taking $T_{0} \in\left(0, T^{\prime}\right)$ so small that

$$
K^{\prime} \geq C_{1}\left(\left\|u_{0}\right\|_{q}+K^{\prime p} T_{0}^{\gamma}\right)
$$

we can invoke the above fixed point argument to conclude that $u$ and $v$ coincide on $\left[0, T_{0}\right]$. Letting $T_{1}=\sup \left\{t \in\left(0, T^{\prime}\right] ; u=v\right.$ on $\left.[0, t]\right\} \in\left(0, T^{\prime}\right]$, then necessarily $T_{1}=T^{\prime}$. Indeed, otherwise, since $u\left(T_{1}\right)=v\left(T_{1}\right) \in L^{q}$ and $u\left(T_{1}+.\right), v\left(T_{1}+.\right) \in X\left(T^{\prime}-T_{1}\right)$, one could reproduce the same argument on $\left[T_{1}, T_{1}+\varepsilon\right]$ for $\varepsilon>0$ small. We conclude that $u=v$ on $\left[0, T^{\prime}\right]$. The proof of Lemma 2.1 is complete.

Remark 2.3. The time $t$ maps of the semiflow generated by these solutions satisfy various continuity properties, which can be proved by modifications to the contraction mapping argument, as is done for example in [W2, CaW, SnTW1, SnTW2]. For example, assuming (2.11), if $u_{0}, v_{0} \in L^{q}$, and if $u, v$ denote the corresponding solutions of (1.1) in $X_{K}(T)$, then

$$
\max \left[\sup _{(0, T]} t^{\alpha}\|u(t)-v(t)\|_{p q}, \sup _{(0, T]} t^{\alpha+\frac{1}{2}}\|\nabla(u(t)-v(t))\|_{p q}\right] \leq C\left\|u_{0}-v_{0}\right\|_{q}
$$

and

$$
\sup _{(0, T]}\|(u(t)-v(t))\|_{q} \leq C\left\|u_{0}-v_{0}\right\|_{q}
$$

where $C=C(p, q, N, a)>0$.
Remark 2.4. The existence and uniqueness result of Lemma 2.1 (i) remains valid for more general initial data, namely for all $u_{0} \in \mathcal{S}^{\prime}$ such that (2.13) holds (except, of course, for the continuity of $u$ in $L^{q}$ at $t=0$ ).

The next step is to improve the uniqueness class for local solutions using ideas from $[\mathrm{B} 2, \mathrm{Br}, \mathrm{BC}]$.

Lemma 2.2. Assume $q>q_{c}$ and let $u_{0} \in L^{q}$. Let

$$
\begin{equation*}
u \in C\left([0, T] ; L^{q}\right) \cap C\left((0, T) ; W^{1, p q}\right) \tag{2.19}
\end{equation*}
$$

be a (pointwise mild) solution of $(1.1)$ on $(0, T)$. Then $u$ coincides with the solution given by Lemma 2.1.

Proof of Lemma 2.2. Let $M=\sup _{t \in(0, T)}\|u(t)\|_{q}$ and fix $K_{1}>0, T_{1} \in(0, T / 2)$ such that (with the notation of Lemma 2.1) $K_{1} \geq C_{1}\left(M+K_{1}^{p} T_{1}^{\gamma}\right)$. It follows from Lemma 2.1 that for every $\tau \in(0, T / 2)$, there is a unique solution $v_{\tau} \in X_{K_{1}}\left(T_{1}\right)$ of

$$
v_{\tau}(t)=e^{t \Delta} u(\tau)+a \int_{0}^{t} e^{(t-s) \Delta}\left|\nabla v_{\tau}(s)\right|^{p} d s, \quad 0 \leq t \leq T_{1}
$$

Letting $u_{\tau}(t)=u(\tau+t)$ for $t \in\left[0, T_{1}\right)$, the fact that $u \in C\left((0, T) ; W^{1, p q}\right)$ implies $u_{\tau} \in X\left(T_{1}\right)$. By uniqueness in $X\left(T_{1}\right)$ (Lemma 2.1 (ii)), we deduce that

$$
\begin{equation*}
u(\tau+t)=v_{\tau}(t), \quad 0 \leq t<T_{1}, \quad 0<\tau<T / 2 \tag{2.20}
\end{equation*}
$$

Using the fact that $v_{\tau} \in X_{K_{1}}\left(T_{1}\right)$, we see that, for all $\tau \in(0, T / 2)$,

$$
\max \left[\sup _{\left(0, T_{1}\right)} t^{\alpha}\|u(\tau+t)\|_{p q}, \sup _{\left(0, T_{1}\right)} t^{\alpha+\frac{1}{2}}\|\nabla u(\tau+t)\|_{p q}\right] \leq K_{1}
$$

Letting $\tau \rightarrow 0$, it follows that $u \in X_{K_{1}}\left(T_{1}\right)$, hence $u \in X(T)$. By uniqueness in $X(T)$ (using Lemma 2.1 (ii) again), we conclude that $u$ coincides with the solution given by Lemma 2.1.

Remark 2.5. The conclusion and the proof of Lemma 2.2 are still valid if one only assumes $L^{\infty}\left(0, T ; L^{q}\right) \cap L_{\mathrm{loc}}^{\infty}\left(0, T ; W^{1, p q}\right)$. Alternatively, under the assumption (2.19) of Lemma 2.2, one can conclude the proof of Lemma 2.2 after (2.20) as follows. Denote by $v_{0}$ the solution of (1.1) given by Lemma 2.1. For each fixed $t \in\left(0, T_{1}\right)$, upon letting $\tau \rightarrow 0$, we get $u(\tau+t) \rightarrow u(t)$ in $L^{q}$ (by continuity of $u$ ) and $v_{\tau}(t) \rightarrow v_{0}(t)$ in $L^{q}$ (by continuous dependence in $X(T)$ - see Remark 2.3). Therefore $u(t)=v_{0}(t)$ on $\left(0, T_{1}\right)$.

Before completing the proof of Theorem 2.1, it will be useful to obtain the higher regularity and smoothing properties of the solution (Proposition 2.3).

Proof of Proposition 2.3 for $u_{0} \in L^{q}, q>q_{c}$. The proof is based on similar arguments in [SnTW2].

Let us first note that (1.1) implies that

$$
\begin{equation*}
u(t)=e^{(t-\tau) \Delta} u(\tau)+a \int_{\tau}^{t} e^{(t-s) \Delta}|\nabla u(s)|^{p} d s, \quad 0<\tau<t<T \tag{2.21}
\end{equation*}
$$

Fix $m$ and $r$ with $p \leq m<r \leq \infty$. Suppose we know that, for some $L>0$,

$$
\begin{equation*}
\max \left[\sup _{(0, T]} t^{\frac{N}{2}\left(\frac{1}{q}-\frac{1}{m}\right)}\|u(t)\|_{m}, \sup _{(0, T]} t^{\frac{N}{2}\left(\frac{1}{q}-\frac{1}{m}\right)+\frac{1}{2}}\|\nabla u(t)\|_{m}\right] \leq L \tag{2.22}
\end{equation*}
$$

Using (2.21) with $\tau=t / 2$, we see that

$$
\begin{aligned}
&\|u(t)\|_{r} \leq\left\|e^{\frac{t}{2} \Delta} u(t / 2)\right\|_{r}+C \int_{\frac{t}{2}}^{t}(t-s)^{-\frac{N}{2}\left(\frac{p}{m}-\frac{1}{r}\right)}\left\|\left.\nabla u(s)\right|^{p}\right\|_{m / p} d s \\
& \leq C t^{-\frac{N}{2}\left(\frac{1}{m}-\frac{1}{r}\right)}\|u(t / 2)\|_{m}+C \int_{\frac{t}{2}}^{t}(t-s)^{-\frac{N}{2}\left(\frac{p}{m}-\frac{1}{r}\right)}\|\nabla u(s)\|_{m}^{p} d s \\
& \leq C L t^{-\frac{N}{2}\left(\frac{1}{q}-\frac{1}{r}\right)}+ C L^{p} \int_{\frac{t}{2}}^{t}(t-s)^{-\frac{N}{2}\left(\frac{p}{m}-\frac{1}{r}\right)} s^{-p\left(\frac{N}{2}\left(\frac{1}{q}-\frac{1}{m}\right)+\frac{1}{2}\right)} d s \\
&=C L t^{-\frac{N}{2}\left(\frac{1}{q}-\frac{1}{r}\right)}+C L^{p} t^{-\frac{N}{2}\left(\frac{1}{q}-\frac{1}{r}\right)+1-p\left(\alpha+\frac{1}{2}\right)} \\
& \times \int_{\frac{1}{2}}^{1}(1-s)^{-\frac{N}{2}\left(\frac{p}{m}-\frac{1}{r}\right)} s^{-p\left(\frac{N}{2}\left(\frac{1}{q}-\frac{1}{m}\right)+\frac{1}{2}\right)} d s
\end{aligned}
$$

and

$$
\begin{aligned}
&\|\nabla u(t)\|_{r} \leq\left\|e^{\frac{t}{2} \Delta} \nabla u(t / 2)\right\|_{r}+C \int_{\frac{t}{2}}^{t}(t-s)^{-\frac{N}{2}\left(\frac{p}{m}-\frac{1}{r}\right)-\frac{1}{2}}\left\|\left.\nabla u(s)\right|^{p}\right\|_{m / p} d s \\
& \leq C t^{-\frac{N}{2}\left(\frac{1}{m}-\frac{1}{r}\right)}\|\nabla u(t / 2)\|_{m}+C \int_{\frac{t}{2}}^{t}(t-s)^{-\frac{N}{2}\left(\frac{p}{m}-\frac{1}{r}\right)-\frac{1}{2}}\|\nabla u(s)\|_{m}^{p} d s \\
& \leq C L t^{-\frac{N}{2}\left(\frac{1}{q}-\frac{1}{r}\right)-\frac{1}{2}}+C L^{p} \int_{\frac{t}{2}}^{t}(t-s)^{-\frac{N}{2}\left(\frac{p}{m}-\frac{1}{r}\right)-\frac{1}{2}} s^{-p\left(\frac{N}{2}\left(\frac{1}{q}-\frac{1}{m}\right)+\frac{1}{2}\right)} d s \\
&=C L t^{-\frac{N}{2}\left(\frac{1}{q}-\frac{1}{r}\right)-\frac{1}{2}}+C L^{p} t^{-\frac{N}{2}\left(\frac{1}{q}-\frac{1}{r}\right)-\frac{1}{2}+1-p\left(\alpha+\frac{1}{2}\right)} \\
& \times \int_{\frac{1}{2}}^{1}(1-s)^{-\frac{N}{2}\left(\frac{p}{m}-\frac{1}{r}\right)-\frac{1}{2}} s^{-p\left(\frac{N}{2}\left(\frac{1}{q}-\frac{1}{m}\right)+\frac{1}{2}\right)} d s .
\end{aligned}
$$

The finiteness of the integrals is guaranteed if $\frac{p}{m}-\frac{1}{N}<\frac{1}{r}$. (The power of $s$ in the integrand is of no importance for convergence since the interval of integration stays away from 0 . Also, $q>q_{c}$ implies that $1-p\left(\alpha+\frac{1}{2}\right)>0$.) If this condition is met, then we may conclude that

$$
\begin{align*}
& \max \left[\sup _{(0, T]} t^{\frac{N}{2}\left(\frac{1}{q}-\frac{1}{r}\right)}\|u(t)\|_{r}, \sup _{(0, T]} t^{\frac{N}{2}\left(\frac{1}{q}-\frac{1}{r}\right)+\frac{1}{2}}\|\nabla u(t)\|_{r}\right]  \tag{2.23}\\
& \leq L^{\prime}(L, p, q) T^{1-p\left(\alpha+\frac{1}{2}\right)}=L^{\prime \prime}(L, p, q, T)
\end{align*}
$$

Note that one can choose $r>m$ such that $\frac{p}{m}-\frac{1}{N}<\frac{1}{r}$ if and only if $m>N(p-1)$. One may then prove (2.5) and (2.6) in Proposition 2.3 for all $p q \leq r \leq \infty$ by an iterative procedure. Indeed, start with $r=m=p q$, for which (2.22) is a consequence of the contraction mapping argument used in Lemma 2.1 (i) to prove existence. Then use the calculations above to prove (2.22) for larger and larger values of $r$. One can easily check that $r=\infty$ is reached in a finite number of iterations.

Next, the properties (2.5) and (2.6) for $q \leq r \leq p q$ follow from (2.15), (2.18) and the fact that $u_{0} \in L^{q}$ (note that $q>q_{c}$ and $q \leq r \leq p q$ imply that (2.17) is satisfied with $m=r$ ).

The proof of Proposition 2.3 for $u_{0} \in L^{q}, q>q_{c}$ is thus complete.
Completion of proof of Theorem 2.1 for $q>q_{c}$. The local existence and uniqueness part follows from Lemmas 2.1 and 2.2. Moreover, from Proposition 2.3, one easily deduces that $u \in C\left(\left(0, T_{\max }\right) ; W^{1, r}\right)$ for $q \leq r \leq \infty$. It only remains to show that $u$ is classical and global. By standard arguments using interior parabolic regularity theory (see, e.g., [Lie, Theorem 7.13]), along with $u \in C\left(\left(0, T_{\max }\right) ; W^{1, \infty}\right)$, one easily obtains that $u \in C^{2,1}\left(Q_{T}\right)$ and $u \in C\left((0, T) ; C_{\mathrm{b}}^{2}\right)$, so that that $u$ is a classical solution of $(\mathrm{VHJ})$ on $\mathbb{R}^{N} \times\left(0, T_{\max }\right)$. It then follows from $[\mathrm{AB}$, Theorem A and estimate (2.14)] that $u$ satisfies

$$
\begin{equation*}
\sup _{\left(t_{0}, T_{\max }\right)}\|u(t)\|_{\infty}+\|\nabla u(t)\|_{\infty} \leq\left\|u\left(t_{0}\right)\right\|_{\infty}+\left\|\nabla u\left(t_{0}\right)\right\|_{\infty}<\infty, \quad 0<t_{0}<T_{\max } \tag{2.24}
\end{equation*}
$$

But (1.1) then implies that

$$
\begin{equation*}
u\left(t_{0}+t\right)=\mathrm{e}^{t \Delta} u\left(t_{0}\right)+\int_{0}^{t} \mathrm{e}^{(t-s) \Delta} b(s, y)\left|\nabla u\left(t_{0}+s\right)\right| d s \tag{2.25}
\end{equation*}
$$

where $b$ is bounded on $\mathbb{R}^{N} \times\left(t_{0}, T_{\max }\right)$. From (2.25), one easily deduces that $\|\nabla u(t)\|_{q}$, and then $\|u(t)\|_{q}$, remain bounded on $\left(t_{0}, T^{\prime}\right)$ for all finite $T^{\prime} \leq T_{\max }$. It follows from the contraction mapping argument of Lemma 2.1 (i) that $u$ can be extended to a global solution of $(1.1)$, with $u \in C\left([0, \infty) ; L^{q}\right) \cap C\left((0, \infty) ; W^{1, p q}\right)$, and so $u$ is a classical solution of $(\mathrm{VHJ})$ in $\mathbb{R}^{N} \times(0, \infty)$. The proof of Theorem 2.1 in the case $q>q_{c}$ is thus complete.

We turn to well-posedness in $L^{q}$, where $q=q_{c}>1$. Our proofs are very closely modeled on [SnTW1, SnTW2] for existence, uniqueness and regularity, and on [BC] for extending the uniqueness class.

Proof of Theorem 2.1 for $q=q_{c}$. Let us first remark that we can no longer work in the space $X(T)$ that we used in the case $q>q_{c}$. Indeed taking $q=q_{c}$ would lead to $p(\alpha+1 / 2)=1$ and the integrals involved in the proof of Lemma 2.1 would be infinite. Instead of this, we fix $r$ such that

$$
\begin{equation*}
1 \leq \frac{r}{p}<q_{c}<r \tag{2.26}
\end{equation*}
$$

Such an $r$ is certainly not unique, and what follows is valid for any choice of r , which we for the moment consider as fixed. For $0<T<\infty$, let $Y=Y(T)$ be the Banach space of continuous curves $u:(0, T] \rightarrow W^{1, r}$ such that

$$
\|u\|_{Y}=\max \left[\sup _{(0, T]} t^{\beta}\|u(t)\|_{r}, \sup _{(0, T]} t^{\beta+\frac{1}{2}}\|\nabla u(t)\|_{r}\right]<\infty
$$

where

$$
\beta=\frac{N}{2}\left(\frac{1}{q_{c}}-\frac{1}{r}\right) .
$$

We denote by $Y_{K}(T)$ the closed ball of $Y(T)$ with radius $K$.
As in the supercritical case $q>q_{c}$, the first step (Lemma 2.3) is to use a contraction mapping argument to obtain existence and uniqueness of a local solution in a more restricted class than (2.3), namely, $u \in C\left([0, T] ; L^{q}\right) \cap Y_{K}(T)$ for suitable $K, T>0$. It will sometimes be possible to carry out the contraction mapping argument all at once for all $t>0$. Thus, if $T=\infty$, we interpret the interval $(0, T]$ as $(0, \infty)$. In a second step (Lemma 2.4), we will then show that uniqueness actually holds in the larger class (2.2).

Lemma 2.3. Assume $q=q_{c}>1$ and let $u_{0} \in L^{q}$. For all $T>0$, define

$$
\begin{equation*}
M_{0}\left(u_{0}, T\right)=\max \left[\sup _{(0, T)} t^{\beta}\left\|e^{t \Delta} u_{0}\right\|_{r}, \sup _{(0, T)} t^{\beta+\frac{1}{2}}\left\|\nabla e^{t \Delta} u_{0}\right\|_{r}\right] \leq C\left\|u_{0}\right\|_{q_{c}} \tag{2.27}
\end{equation*}
$$

(i) We have

$$
\begin{equation*}
\lim _{T \rightarrow 0} M_{0}\left(u_{0}, T\right)=0 \tag{2.28}
\end{equation*}
$$

(ii) There exists $C_{0}=C_{0}(p, q, r, a)>0$, such that for all $K, T>0$ satisfying

$$
\begin{equation*}
K>M_{0}\left(u_{0}, T\right)+C_{0} K^{p} \tag{2.29}
\end{equation*}
$$

there exists a unique function $u \in Y_{K}(T)$ which is a (pointwise mild) solution of (1.1) on $(0, T)$. Moreover $u \in C\left([0, T] ; L^{q}\right)$. (Note that $K$, $T$ satisfying (2.29) exist in view of (i).)
(iii) Let $K, T>0$ satisfy (2.29). Then, for all $T^{\prime}>0$, there is at most one solution of (1.1) in the class $C\left(\left(0, T^{\prime}\right] ; L^{q} \cap W^{1, r}\right) \cap Y_{K}(T)$.

It follows from Lemma 2.3 that there exists a maximal existence time $T_{\max } \in(0, \infty]$ and a unique maximal solution $u$ of (1.1) in the class

$$
C\left(\left[0, T_{\max }\right) ; L^{q}\right) \cap C\left(\left(0, T_{\max }\right) ; W^{1, r}\right) \cap Y_{K}(T),
$$

where $K$, $T$ satisfy (2.29) ( $u$ does not depend on the choice of $K, T$ ). This solution will be referred to as the solution given by Lemma 2.3.

Proof of Lemma 2.3. (i) The family of operators $t^{\beta} e^{t \Delta}$ and $t^{\beta+1 / 2} \nabla e^{t \Delta}, t>0$, are uniformly bounded from $L^{q}$ into $L^{r}$. Moreover, (2.28) is true for all $u_{0}$ in the dense subset $W^{1, r} \cap L^{q}$ of $L^{q}$. It follows that (2.28) holds for all $u_{0} \in L^{q}$.
(ii) If $u \in Y_{K}(T)$, we have, for all $t \in[0, T]$,

$$
\begin{aligned}
\|\mathcal{G} u(t)\|_{r} & \leq C \int_{0}^{t}(t-s)^{-\frac{N(p-1)}{2 r}}\left\||\nabla u(s)|^{p}\right\|_{r / p} d s=C \int_{0}^{t}(t-s)^{-\frac{N(p-1)}{2 r}}\|\nabla u(s)\|_{r}^{p} d s \\
& \leq C K^{p} \int_{0}^{t}(t-s)^{-\frac{N(p-1)}{2 r}} s^{-p\left(\beta+\frac{1}{2}\right)} d s \\
& =C K^{p} t^{-\beta} \int_{0}^{1}(1-s)^{-\frac{N(p-1)}{2 r}} s^{-p\left(\beta+\frac{1}{2}\right)} d s=C K^{p} t^{-\beta}
\end{aligned}
$$

and that

$$
\begin{aligned}
\|\nabla \mathcal{G} u(t)\|_{r} & \leq C \int_{0}^{t}(t-s)^{-\frac{N(p-1)}{2 r}-\frac{1}{2}}\left\||\nabla u(s)|^{p}\right\|_{r / p} d s \\
& =C \int_{0}^{t}(t-s)^{-\frac{N(p-1)}{2 r}-\frac{1}{2}}\|\nabla u(s)\|_{r}^{p} d s \\
& \leq C K^{p} \int_{0}^{t}(t-s)^{-\frac{N(p-1)}{2 r}-\frac{1}{2}} s^{-p\left(\beta+\frac{1}{2}\right)} d s \\
& =C K^{p} t^{-\beta-\frac{1}{2}} \int_{0}^{1}(1-s)^{-\frac{N(p-1)}{2 r}-\frac{1}{2}} s^{-p\left(\beta+\frac{1}{2}\right)} d s=C K^{p} t^{-\beta-\frac{1}{2}}
\end{aligned}
$$

In particular, it follows that

$$
\begin{equation*}
\|\mathcal{G} u\|_{Y} \leq C_{0} K^{p} \tag{2.30}
\end{equation*}
$$

where $C_{0}=C_{0}(p, r, a)>0$ (note that $C_{0}$ is independent of $T$ ). The relation (2.26) guarantees that all the integrals above are convergent.

Moreover, choosing $K \in\left(0, C_{0}^{-1 /(p-1)}\right)$, (2.29) is then satisfied for $T>0$ small enough in view of (2.29). It follows that $\mathcal{F}$ maps $Y_{K}(T)$ into itself.

Now using (2.14), we obtain for all $t \in[0, T)$,

$$
\begin{aligned}
\|\mathcal{F} u(t)-\mathcal{F} v(t)\|_{r} & \leq\left. C \int_{0}^{t}(t-s)^{-\frac{N(p-1)}{2 r}}\| \| \nabla u(s)\right|^{p}-|\nabla v(s)|^{p} \|_{r / p} d s \\
& \leq C K^{p-1} \int_{0}^{t}(t-s)^{-\frac{N(p-1)}{2 r}} s^{-\left(\beta+\frac{1}{2}\right)(p-1)}\|\nabla u(s)-\nabla v(s)\|_{r} d s \\
& \leq C K^{p-1}\|u-v\|_{Y} \int_{0}^{t}(t-s)^{-\frac{N(p-1)}{2 r}} s^{-\left(\beta+\frac{1}{2}\right) p} d s \\
& \leq C K^{p-1} t^{-\beta}\|u-v\|_{Y}
\end{aligned}
$$

and similarly

$$
\begin{equation*}
\|\nabla \mathcal{F} u(t)-\nabla \mathcal{F} v(t)\|_{r} \leq C K^{p-1} t^{-\beta-1 / 2}\|u-v\|_{Y} . \tag{2.31}
\end{equation*}
$$

Therefore,

$$
\|\mathcal{F} u-\mathcal{F} v\|_{Y} \leq C_{0} K^{p-1}\|u-v\|_{Y}
$$

(with $C_{0}=C_{0}(p, r, a)$ perhaps replaced by a slightly larger value than in (2.30)). Assuming (2.29), it follows that $\mathcal{F}$ is indeed a strict contraction on $X_{K}$, and thus has a unique fixed point $u$. This fixed point is a (pointwise mild) solution of (1.1).

Finally, if $m \geq r / p$, we can modify the calculation leading to (2.30) as follows. (Again, this was not needed for the contraction argument, but will be useful to obtain additional properties of the solution, in particular Proposition 2.3.)

$$
\begin{aligned}
\|\mathcal{G} u(t)\|_{m} & \leq C \int_{0}^{t}(t-s)^{-\frac{N}{2}\left(\frac{p}{r}-\frac{1}{m}\right)}\left\|\left.\nabla u(s)\right|^{p}\right\|_{r / p} d s=C \int_{0}^{t}(t-s)^{-\frac{N}{2}\left(\frac{p}{r}-\frac{1}{m}\right)}\|\nabla u(s)\|_{r}^{p} d s \\
& \leq C K^{p} \int_{0}^{t}(t-s)^{-\frac{N}{2}\left(\frac{p}{r}-\frac{1}{m}\right)} s^{-p\left(\beta+\frac{1}{2}\right)} d s \\
& =C K^{p} t^{-\frac{N}{2}\left(\frac{1}{q}-\frac{1}{m}\right)} \int_{0}^{1}(1-s)^{-\frac{N}{2}\left(\frac{p}{r}-\frac{1}{m}\right)} s^{-p\left(\beta+\frac{1}{2}\right)} d s .
\end{aligned}
$$

Thus, if

$$
\frac{p}{r}-\frac{2}{N}<\frac{1}{m} \leq \frac{p}{r}
$$

then $\mathcal{G} u:(0, T] \rightarrow L^{m}$ is continuous and

$$
\begin{equation*}
t^{\frac{N}{2}\left(\frac{1}{q}-\frac{1}{m}\right)}\|\mathcal{G} u(t)\|_{m} \leq C K^{p} . \tag{2.32}
\end{equation*}
$$

In particular, $\lim _{t \rightarrow 0}\|\mathcal{G} u(t)\|_{m}=0$ if $r / p \leq m<q_{c}$.
Moreover,

$$
\begin{aligned}
\|\nabla \mathcal{G} u(t)\|_{m} & \leq C \int_{0}^{t}(t-s)^{-\frac{N}{2}\left(\frac{p}{r}-\frac{1}{m}\right)-\frac{1}{2}}\left\||\nabla u(s)|^{p}\right\|_{r / p} d s \\
& =C \int_{0}^{t}(t-s)^{-\frac{N}{2}\left(\frac{p}{r}-\frac{1}{m}\right)-\frac{1}{2}}\|\nabla u(s)\|_{r}^{p} d s \\
& \leq C K^{p} \int_{0}^{t}(t-s)^{-\frac{N}{2}\left(\frac{p}{r}-\frac{1}{m}\right)-\frac{1}{2}} s^{-p\left(\beta+\frac{1}{2}\right)} d s \\
& =C K^{p} t^{-\frac{N}{2}\left(\frac{1}{q}-\frac{1}{m}\right)-\frac{1}{2}} \int_{0}^{1}(1-s)^{-\frac{N}{2}\left(\frac{p}{r}-\frac{1}{m}\right)-\frac{1}{2}} s^{-p\left(\beta+\frac{1}{2}\right)} d s .
\end{aligned}
$$

Thus, if

$$
\frac{p}{r}-\frac{1}{N}<\frac{1}{m} \leq \frac{p}{r},
$$

then $\nabla \mathcal{G} u:(0, T] \rightarrow L^{m}$ is continuous and

$$
\begin{equation*}
t^{\frac{N}{2}\left(\frac{1}{q}-\frac{1}{m}\right)+\frac{1}{2}}\|\nabla \mathcal{G} u(t)\|_{m} \leq C K^{p} \tag{2.33}
\end{equation*}
$$

In particular, $\lim _{t \rightarrow 0}\|\nabla \mathcal{G} u(t)\|_{m}=0$ if $r / p \leq m<N(p-1)$.
Among the various additional properties of the fixed point $u$, we note right away, as a consequence of (2.32), that

$$
u(t)-e^{t \Delta} u_{0} \in C\left([0, T] ; L^{m}\right)
$$

if $r / p \leq m<q_{c}$. To prove continuity in $L^{q_{c}}$, note that as $T \rightarrow 0$, in view of (2.28), one may choose $K$ in (2.29) as small as we wish. Thus, again by (2.32), $\sup _{(0, T]}\|\mathcal{G} u(t)\|_{q_{c}} \rightarrow$ 0 , as $T \rightarrow 0$. This proves $u \in C\left([0, T] ; L^{q_{c}}\right)$.
(iii) Let $u$ and $v$ be two solutions of (1.1) in $Y_{K}(T) \cap C\left(\left(0, T^{\prime}\right] ; L^{q} \cap W^{1, r}\right)$ for some $T^{\prime}>0$. By part (ii), they coincide on $[0, T]$. Letting

$$
T_{1}=\sup \left\{t \in\left(0, T^{\prime}\right] ; u=v \text { on }[0, t]\right\} \in\left(0, T^{\prime}\right]
$$

then necessarily $T_{1}=T^{\prime}$. Indeed, otherwise, since $u\left(T_{1}\right)=v\left(T_{1}\right) \in L^{q}$ and since $u\left(T_{1}+\right.$.) and $u\left(T_{1}+.\right) \in C\left(\left[0, T^{\prime}-T_{1}\right] ; W^{1, r}\right) \subset Y_{\hat{K}}(\hat{T})$ for some $\hat{K}, \hat{T}>0$ satisfying

$$
\hat{K}>M_{0}\left(u\left(T_{1}\right), \hat{T}\right)+C_{0} \hat{K}^{p}
$$

we would deduce from part (ii) that $u=v$ on $\left[0, T_{1}+\hat{T}\right]$.

Remark 2.6. (a) A straightforward modification of the above contraction mapping argument can be used to show that if $u_{0}, v_{0} \in L^{q_{c}}$ both satisfy (2.29) for the same $K$, $T>0$, and if the corresponding solutions of (1.1) are given by $u, v \in Y_{K}(T)$, then

$$
\left.\max \left[\sup _{(0, T]} t^{\beta}\|u(t)-v(t)\|_{r}, \sup _{(0, T]} t^{\beta+\frac{1}{2}}\|\nabla(u(t)-v(t))\|_{r}\right] \leq C_{2} \| u_{0}-v_{0}\right) \|_{q_{c}}
$$

where $C_{2}=C_{2}(p, r, N, a)>0$. Further calculations show that

$$
\sup _{(0, T]}\|u(t)-v(t)\|_{q_{c}} \leq C_{2}\left\|u_{0}-v_{0}\right\|_{q_{c}}
$$

(see Step 1 in the proof of Theorem 2.5 for details).
(b) If $\left\|u_{0}\right\|_{q_{c}}$ is sufficiently small, then, in view of (2.27), one can choose $T=\infty$ in Lemma 2.3 and in Remark (a) above.
(c) Denote by $\bar{Y}$ the space corresponding to another value $\bar{r}$ satisfying (2.26). Then the solution constructed in Lemma 2.3 (for the value of $r$ that we have fixed) also belongs to $\bar{Y}_{K^{\prime}}\left(T^{\prime}\right)$ for some $K^{\prime}, T^{\prime}>0$ satisfying the analogue of $(2.29)$, and it is the unique solution of (1.1) in that class. This follows from the observation that the contraction argument can be carried out in the intersection $Y_{K}(T) \cap \bar{Y}_{K^{\prime}}\left(T^{\prime}\right)$.
(d) The existence and uniqueness result of Lemma 2.3 (ii) remains valid for more general initial data, namely for all $u_{0} \in \mathcal{S}^{\prime}$ such that $M_{0}\left(u_{0}, T\right)$ is sufficiently small for some $T>0$ (except, of course, for the continuity of $u$ in $L^{q_{c}}$ at $t=0$ ).

Next, we turn to the stronger uniqueness results, as in the subcritical case, modeled after the work of $[\mathrm{B} 2, \mathrm{Br}, \mathrm{BC}]$.

Lemma 2.4. Assume $q=q_{c}>1$ and let $u_{0} \in L^{q}$. Let $u \in C\left([0, T] ; L^{q}\right) \cap C\left((0, T) ; W^{1, r}\right)$ be a pointwise mild solution of (1.1) on $(0, T)$. Then $u$ coincides with the solution given by Lemma 2.3.

Following [B2, BC], in view of the proof of Lemma 2.4, we prepare the following Lemma.

Lemma 2.5. Let $1<q<\infty$. Let $\mathcal{K}$ be a compact subset of $L^{q}$ and define

$$
\delta(t ; \mathcal{K})=\sup _{\phi \in \mathcal{K}} M_{0}(\phi, t), \quad t>0
$$

where $M_{0}$ is defined in Lemma 2.3. Then

$$
\delta(t ; \mathcal{K}) \rightarrow 0, \quad \text { as } t \rightarrow 0^{+}
$$

Proof of Lemma 2.5. First we note that the families of operators, $t^{\beta} e^{t \Delta}$ and $t^{\beta+\frac{1}{2}} \nabla e^{t \Delta}$, for $t>0$, are uniformly bounded from $L^{q_{c}}$ into $L^{r}$. Moreover, they converge pointwise to 0 as $t \rightarrow 0$ in view of (2.28). Thus, they converge uniformly to 0 on any compact subset of $L^{q}$. The conclusion follows.

Proof of Lemma 2.4. Since the image $\mathcal{K}$ of $[0, T / 2]$ under the continuous function $u$ is compact in $L^{q_{c}}$, Lemma 2.5 implies that

$$
\delta(t ; \mathcal{K})=\sup _{\tau \in[0, T / 2]} M_{0}\left(u(\tau), T_{1}\right) \rightarrow 0, \quad \text { as } T_{1} \rightarrow 0
$$

Therefore there exist $K>0$ and $T_{1} \in(0, T / 2)$ such that

$$
\begin{equation*}
K \geq M_{0}\left(u(\tau), T_{1}\right)+C_{0} K^{p}, \quad 0<\tau<T / 2 \tag{2.34}
\end{equation*}
$$

It follows from Lemma 2.3 (ii) that for every $\tau \in(0, T / 2)$, there is a unique solution $v_{\tau} \in Y_{K}\left(T_{1}\right)$ of

$$
v_{\tau}(t)=e^{t \Delta} u(\tau)+a \int_{0}^{t} e^{(t-s) \Delta}\left|\nabla v_{\tau}(s)\right|^{p} d s, \quad 0 \leq t<T_{1}
$$

Moreover, $v_{\tau} \in C\left(\left[0, T_{1}\right] ; L^{q}\right)$. Let $u_{\tau}(t)=u(\tau+t)$ for $t \in\left[0, T_{1}\right]$. Since $u_{\tau} \in$ $C\left(\left[0, T_{1}\right] ; W^{1, r}\right)$, it follows that $\left\|u_{\tau}\right\|_{Y(t)} \rightarrow 0$ as $t \rightarrow 0$. Therefore, there exists $T_{\tau} \in\left(0, T_{1}\right]$ such that $u_{\tau} \in Y_{K}\left(T_{\text {tau }}\right)$. Moreover, since $T_{\tau} \leq T_{1}$, (2.34) implies that

$$
K \geq M_{0}\left(u(\tau), T_{\tau}\right)+C_{0} K^{p}, \quad 0<\tau<T / 2
$$

and $v_{\tau} \in Y_{K}\left(T_{\tau}\right)$. Since $u_{\tau}(0)=v_{\tau}(0)=u(\tau) \in L^{q}$ and $u_{\tau}, v_{\tau} \in C\left(\left[0, T_{1}\right] ; W^{1, r} \cap L^{q}\right)$, we may apply Lemma 2.3 (iii) to deduce that $u_{\tau}=v_{\tau}$ on $\left[0, T_{1}\right]$ that is,

$$
u(\tau+t)=v_{\tau}(t), \quad 0 \leq t \leq T_{1}, \quad 0<\tau<T / 2
$$

Using the fact that $v_{\tau} \in Y_{K}\left(T_{1}\right)$, we see that, for all $\tau \in(0, T / 2)$,

$$
\max \left[\sup _{\left(0, T_{1}\right)} t^{\beta}\|u(\tau+t)\|_{r}, \sup _{\left(0, T_{1}\right)} t^{\beta+\frac{1}{2}}\|\nabla u(\tau+t)\|_{r}\right] \leq K .
$$

Letting $\tau \rightarrow 0$, it follows that $u \in Y_{K}\left(T_{1}\right)$. Applying Lemma 2.3 (iii) again, one concludes that $u$ and $v$ coincide on $[0, T]$.

As in the supercritical case, before completing the proof of Theorem 2.1, we establish the higher regularity and smoothing properties of the solution (Proposition 2.3).

Proof of Proposition 2.3 for $u_{0} \in L^{q}, q=q_{c}$. Instantaneous smoothing of solutions into $W^{1, m}$ for $m>r$ is proved exactly as in the case $q>q_{c}$. Start with $m=r$, the value used in the contraction mapping argument which verifies (2.26), and then follow the same iterative procedure used in the case $q>q_{c}$. The only difference is that since here $q=q_{c}$, the factor $T^{1-p\left(\alpha+\frac{1}{2}\right)}$ does not appear in formula (2.23) i.e., $L^{\prime \prime}$ does not depend on $T$. As a result, the iterative step is independent of $T$. Of course, as in the case $q>q_{c}$, if $u_{0} \in L^{q_{c}}$, then

$$
\max \left[\sup _{(0, T]} t^{\frac{N}{2}\left(\frac{1}{q_{c}}-\frac{1}{m}\right)}\|u(t)\|_{m}, \sup _{(0, T]} t^{\frac{N}{2}\left(\frac{1}{q_{c}}-\frac{1}{m}\right)+\frac{1}{2}}\|\nabla u(t)\|_{m}\right]<\infty .
$$

for $q_{c} \leq m<r$ by the properties (2.32) and (2.33) of $\mathcal{G} u(t)$. Finally, if $\left\|u_{0}\right\|_{q_{c}}$ is sufficiently small, then the previous inequality is valid with $T=\infty$ by Remark 2.6 (b). Thus (2.5) and (2.6) are valid with $T=\infty$.

Completion of proof of Theorem 2.1 for $q=q_{c}$. The solution given by Lemma 2.3 was constructed for a particular value of $r$, say $r_{0}$, fixed in (2.26). However, the uniqueness result of Lemma 2.4 holds not only in the class $C\left([0, T] ; L^{q}\right) \cap C\left((0, T) ; W^{1, r_{0}}\right)$, but actually in $C\left([0, T] ; L^{q}\right) \cap C\left((0, T) ; W^{1, r}\right)$ for any $r$ such that $q_{c} / p<r<q_{c}$. Indeed, in view of Remark 2.6 (c), the proof of Lemma 2.4 works for all such $r$. The local existence and uniqueness statements of Theorem 2.1 in the case $q=q_{c}$ are thus proved.

Arguing exactly as in the case $q>q_{c}$, we obtain that $u$ is classical on ( $0, T_{\text {max }}$ ) and satisfies (2.24) and $\sup _{\left(t_{0}, T^{\prime}\right)}\|u(t)\|_{q}+\|\nabla u(t)\|_{q}<\infty$ for all finite $T^{\prime} \leq T_{\text {max }}$. Therefore, we have $\sup _{\left(t_{0}, T^{\prime}\right)}\|u(t)\|_{W^{1, r}}<\infty$ for all finite $T^{\prime} \leq T_{\max }$ and $q \leq r \leq \infty$. It follows from the contraction mapping argument of Lemma 2.1 (i) that $u$ can be extended to a global solution of (1.1), with $u \in C\left([0, \infty) ; L^{q}\right) \cap C\left((0, \infty) ; W^{1, r}\right), q \leq r \leq \infty$, and so $u$ is a classical solution of (VHJ) in $\mathbb{R}^{N} \times(0, \infty)$. The proof of Theorem 2.1 in the case $q=q_{c}$ is complete.

Remark 2.7. Note that one can also use the space $Y_{K}$ to prove local existence and uniqueness of solutions to (1.1) in the case $q>q_{c}$. Of course, in that case, one has to replace $q_{c}$ by $q$ in (2.26) and in the definition of $\beta$. This gives slightly better uniqueness results.

Proof of Theorem 2.2. It follows along the lines of proof of Theorem 2.2 for $q=$ $1>q_{c}$. In particular one works with the same space $X$ and uses (2.11) and (2.13) with $\left\|u_{0}\right\|_{\mathcal{M}}$ instead of $\left\|u_{0}\right\|_{q}$ and one gets $u(t)-e^{t \Delta} u_{0} \in C\left([0, T) ; L^{1}\right)$ instead of (2.16).

Finally, we turn to well-posedness in $W^{1, q}$, with $q>N(p-1)$ or $q=N(p-1)>1$.
Proof of Proposition 2.4 for $q>N(p-1)$. Let $Z=Z(T)$ be the Banach space of continuous curves $u:(0, T] \rightarrow W^{1, p q}$ such that

$$
\|u\|_{Z}=\max \left[\sup _{(0, T]} t^{\alpha}\|u(t)\|_{p q}, \sup _{(0, T]} t^{\alpha}\|\nabla u(t)\|_{p q}\right]<\infty
$$

where

$$
\alpha=\frac{N}{2}\left(\frac{1}{q}-\frac{1}{p q}\right)
$$

Note the difference between $Z$ and $X$ : both terms in the norms of $Z$ have the same power of $t$. We denote by $Z_{K}=Z_{K}(T)$ the closed ball of $Z$ with radius $K$. If $u \in Z_{K}(T)$, it follows that

$$
\begin{aligned}
\|\mathcal{G} u(t)\|_{p q} & \leq\left. C \int_{0}^{t}(t-s)^{-\alpha}\| \| \nabla u(t)\right|^{p}\left\|_{q} d s=C \int_{0}^{t}(t-s)^{-\alpha}\right\| \nabla u(t) \|_{p q}^{p} d s \\
& \leq C K^{p} \int_{0}^{t}(t-s)^{-\alpha} s^{-p \alpha} d s \\
& =C K^{p} t^{1-(p+1) \alpha} \int_{0}^{1}(1-s)^{-\alpha} s^{-p \alpha} d s \leq C K^{p} t^{-\alpha} T^{1-p \alpha}
\end{aligned}
$$

and that

$$
\begin{aligned}
\|\nabla \mathcal{G} u(t)\|_{p q} & \leq C \int_{0}^{t}(t-s)^{-\alpha-\frac{1}{2}}\left\||\nabla u(t)|^{p}\right\|_{q} d s \\
& \leq C K^{p} \int_{0}^{t}(t-s)^{-\alpha-\frac{1}{2}} s^{-p \alpha} d s=C K^{p} t^{1-\frac{1}{2}-(p+1) \alpha} \int_{0}^{1}(1-s)^{-\alpha-\frac{1}{2}} s^{-p \alpha} d s \\
& \leq C K^{p} t^{-\alpha} T^{\frac{1}{2}-p \alpha}
\end{aligned}
$$

In particular, it follows that

$$
\|\mathcal{G} u\|_{Z} \leq C K^{p} \max \left[T^{\frac{1}{2}-p \alpha}, T^{1-p \alpha}\right]
$$

(where $C$ is independent of $T$, and in fact depends only on $p$ and $q$ ). The fact that $q>N(p-1)$ guarantees that all the integrals above are convergent and that $\frac{1}{2}-p \alpha>0$.

Turning now to the contraction mapping argument, since $u_{0} \in W^{1, q}$, we have

$$
\max \left[\sup _{(0, T]} t^{\alpha}\left\|e^{t \Delta} u_{0}\right\|_{p q}, \sup _{(0, T]} t^{\alpha}\left\|\nabla e^{t \Delta} u_{0}\right\|_{p q}\right] \leq M
$$

Choose $K>M$ and $T>0$ so that

$$
M+C K^{p} \max \left[T^{\frac{1}{2}-p \alpha}, T^{1-p \alpha}\right] \leq K
$$

It follows that $\mathcal{F}$ maps $Z_{K}$ into itself. As in Lemma 2.1, an easy modification of the above calculations shows that, with $C$ perhaps replaced by a slightly larger value, $\mathcal{F}$ is
indeed a strict contraction on $Z_{K}$, and thus has a unique fixed point u . This fixed point is a solution of (1.1). Moreover, since $\alpha p<1 / 2, u \in Z_{K}$ implies $|\nabla u|^{p} \in L^{1}\left(0, T ; L^{q}\right)$ and $u \in C\left([0, T) ; W^{1, q}\right)$.

The rest of the proof, in particular the uniqueness statement (ii) and the regularity (iv), is very similar to the corresponding proof in Theorem 2.1 and Proposition 2.3 and is thus omitted.

Proof of Proposition 2.4 for $q=N(p-1)>1$. Fix $r$ such that

$$
\begin{equation*}
1 \leq \frac{r}{p}<N(p-1)<r . \tag{2.26}
\end{equation*}
$$

For $0<T<\infty$, let $W=W(T)$ be the Banach space of continuous curves $u:(0, T] \rightarrow$ $W^{1, r}$ such that

$$
\|u\|_{W}=\max \left[\sup _{(0, T]} t^{\beta}\|u(t)\|_{r}, \sup _{(0, T]} t^{\beta}\|b l a u(t)\|_{r}\right]<\infty,
$$

where

$$
\beta=\frac{N}{2}\left(\frac{1}{q_{c}}-\frac{1}{r}\right) .
$$

We denote by $W_{K}(T)$ the closed ball of $W(T)$ with radius $K$.
If $u \in W_{K}(T)$, we have, for all $t \in[0, T]$,

$$
\begin{aligned}
\|\mathcal{G} u(t)\|_{r} & \leq C \int_{0}^{t}(t-s)^{-\frac{N(p-1)}{2 r}}\left\||\nabla u(s)|^{p}\right\|_{r / p} d s=C \int_{0}^{t}(t-s)^{-\frac{N(p-1)}{2 r}}\|\nabla u(s)\|_{r}^{p} d s \\
& \leq C K^{p} \int_{0}^{t}(t-s)^{-\frac{N(p-1)}{2 r}} s^{-p \beta} d s \\
& =C K^{p} t^{\frac{1}{2}-\beta} \int_{0}^{1}(1-s)^{-\frac{N(p-1)}{2 r}} s^{-p \beta} d s=C K^{p} t^{\frac{1}{2}-\beta},
\end{aligned}
$$

and that

$$
\begin{aligned}
\|\nabla \mathcal{G} u(t)\|_{r} & \leq C \int_{0}^{t}(t-s)^{-\frac{N(p-1)}{2 r}-\frac{1}{2}}\left\|\left.\nabla u(s)\right|^{p}\right\|_{r / p} d s \\
& =C \int_{0}^{t}(t-s)^{-\frac{N(p-1)}{2 r}-\frac{1}{2}}\|\nabla u(s)\|_{r}^{p} d s \\
& \leq C K^{p} \int_{0}^{t}(t-s)^{-\frac{N(p-1)}{2 r}-\frac{1}{2}} s^{-p \beta} d s \\
& =C K^{p} t^{-\beta} \int_{0}^{1}(1-s)^{-\frac{N(p-1)}{2 r}-\frac{1}{2}} s^{-p \beta} d s=C K^{p} t^{-\beta} .
\end{aligned}
$$

In particular, it follows that

$$
\|\mathcal{G} u\|_{W} \leq C_{0} K^{p} \max \left(1, T^{1 / 2}\right)
$$

where $C_{0}=C_{0}(p, r, a)>0$ (note that $C_{0}$ is independent of $T$ ). The relation (2.26) guarantees that all the integrals above are convergent.

Let

$$
M_{1}\left(u_{0}, T\right)=\max \left[\sup _{(0, T)} t^{\beta}\left\|e^{t \Delta} u_{0}\right\|_{r}, \sup _{(0, T)} t^{\beta}\left\|\nabla e^{t \Delta} u_{0}\right\|_{r}\right]
$$

One easily shows that $\lim _{T \rightarrow 0} M_{1}\left(u_{0}, T\right)=0$ for all all $u_{0} \in W^{1, q}$. Therefore, choosing $K \in\left(0, C_{0}^{-1 /(p-1)}\right)$, we have $K>M_{1}\left(u_{0}, T\right)+C_{0} K^{p}$ for $0<T<1$ sufficiently small. It follows that $\mathcal{F}$ maps $W_{K}(T)$ into itself. As in Lemma 2.3 , an easy modification of the above calculations shows that, with $C_{0}$ perhaps replaced by a slightly larger value, $\mathcal{F}$ is indeed a strict contraction on $W_{K}$, and thus has a unique fixed point $u$. This fixed point is a solution of (1.1). The rest of the proof, in particular the uniqueness statement (iii) and the regularity (iv), is very similar to the corresponding proof in Theorem 2.1 and Proposition 2.3 and is thus omitted.

Proof of Theorem 2.5. We follow the ideas of the proof of Theorem 3.1 (i) in [S1] (see also [Ka1, p. 480]).

Denote $U_{M}=\left\{u_{0} \in L^{q_{c}} ;\left\|u_{0}\right\|_{q_{c}} \leq M\right\}$. For all $t \geq 0$, define the map $W_{t}: u_{0} \mapsto u(t)$ from $L^{q_{c}}$ into itself.

Step 1. We prove that the $W_{t}$ are Lipschitz continuous on $U_{M}$ for some small $M>0$, uniformly for all $t \in[0, \infty)$. Let $r$ and $\beta$ be as in the proof of Theorem $2.1\left(q=q_{c}\right)$. Let $u_{0}, v_{0} \in U_{M}$ and $u(t)=W_{t} u_{0}, v(t)=W_{t} v_{0}$. By Remarks 2.6 (a) and (b), if $M$ is sufficiently small, then

$$
\begin{equation*}
\sup _{(0, \infty)} t^{\beta+\frac{1}{2}}\|\nabla u(t)\|_{r} \leq C\left\|u_{0}\right\|_{q}, \quad \sup _{(0, \infty)} t^{\beta+\frac{1}{2}}\|\nabla v(t)\|_{r} \leq C\left\|v_{0}\right\|_{q} \tag{2.35}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{(0, \infty)} t^{\beta+\frac{1}{2}}\|\nabla u(t)-\nabla v(t)\|_{r} \leq C\left\|u_{0}-v_{0}\right\|_{q} \tag{2.36}
\end{equation*}
$$

Now, from (2.35), (2.36) and $\frac{N}{2}\left(\frac{p}{r}-\frac{1}{q}\right)+\left(\beta+\frac{1}{2}\right) p=1$, we deduce that

$$
\begin{aligned}
& \|u(t)-v(t)\|_{q} \\
& \leq \quad\left\|u_{0}-v_{0}\right\|_{q}+|a| \int_{0}^{t}(t-s)^{-\frac{N}{2}\left(\frac{p}{r}-\frac{1}{q}\right)}\left\|\left.\nabla u\right|^{p}-|\nabla v|^{p}\right\|_{r / p} d s \\
& \leq\left\|u_{0}-v_{0}\right\|_{q}+|a| p \int_{0}^{t}(t-s)^{-\frac{N}{2}\left(\frac{p}{r}-\frac{1}{q}\right)} \times \\
& \quad\left(\|\nabla u(s)\|_{r}^{p-1}+\mid \nabla v(s) \|_{r}^{p-1}\right)\|\nabla u(s)-\nabla v(s)\|_{r} d s \\
& \leq\left\|u_{0}-v_{0}\right\|_{q}+C\left(\left\|u_{0}\right\|_{q}^{p-1}+\left\|v_{0}\right\|_{q}^{p-1}\right)\left\|u_{0}-v_{0}\right\|_{q} \int_{0}^{t}(t-s)^{-\frac{N}{2}\left(\frac{p}{r}-\frac{1}{q}\right)} s^{-\left(\beta+\frac{1}{2}\right) p} d s \\
& =\left\|u_{0}-v_{0}\right\|_{q}+C\left(\left\|u_{0}\right\|_{q}^{p-1}+\left\|v_{0}\right\|_{q}^{p-1}\right)\left\|u_{0}-v_{0}\right\|_{q} \int_{0}^{1}(1-\tau)^{-\frac{N}{2}\left(\frac{p}{r}-\frac{1}{q}\right)} \tau^{-\left(\beta+\frac{1}{2}\right) p} d \tau \\
& \leq \\
& \leq\left(1+C M^{p-1}\right)\left\|u_{0}-v_{0}\right\|_{q} .
\end{aligned}
$$

The claim is proved.
Step 2. We claim that $\|u(t)\|_{q}$ decays to 0 for $u_{0} \in U_{M}$ and small $M>0$ provided $u_{0}$ also belongs to $L^{m}$ for $m \in(r / p, q)$.

Let $m \in(r / p, q), \theta=\theta(m)=\frac{N}{2}\left(\frac{1}{m}-\frac{1}{r}\right)$ and assume $u_{0} \in U_{M} \cap L^{m}$. Then, by (2.35),

$$
\begin{aligned}
&\|\nabla u(t)\|_{r} \leq C t^{-\theta-\frac{1}{2}}\left\|u_{0}\right\|_{m}+|a| \int_{0}^{t}(t-s)^{-\frac{N(p-1)}{2 r}-\frac{1}{2}}\|\nabla u(s)\|_{r}^{p} d s \\
& \leq C t^{-\theta-\frac{1}{2}}\left\|u_{0}\right\|_{m}+C \int_{0}^{t}(t-s)^{-\frac{N(p-1)}{2 r}-\frac{1}{2}} \times \\
&\left\|u_{0}\right\|_{q}^{p-1} s^{-(p-1)\left(\beta+\frac{1}{2}\right)} s^{-\theta-\frac{1}{2}}\left(\sup _{(0, t)} \tau^{\theta+\frac{1}{2}}\|\nabla u(\tau)\|_{r}\right) d s
\end{aligned}
$$

Observing that $\frac{N(p-1)}{2 r}<\frac{1}{2},-\frac{N(p-1)}{2 r}+\frac{1}{2}-(p-1)\left(\beta+\frac{1}{2}\right)=0$ and that $-(p-1)(\beta+$ $\left.\frac{1}{2}\right)-\theta-\frac{1}{2}>-1$ for $m \in(r / p, q)$, it follows that

$$
\begin{aligned}
t^{\theta+\frac{1}{2}}\|\nabla u(t)\|_{r} & \leq C\left\|u_{0}\right\|_{m}+C M^{p-1} t^{-\frac{N(p-1)}{2 r}+\frac{1}{2}-(p-1)\left(\beta+\frac{1}{2}\right)} \times \\
& \left(\sup _{(0, t)} \tau^{\theta+\frac{1}{2}}\|\nabla u(\tau)\|_{r}\right) \int_{0}^{1}(1-\tau)^{-\frac{N(p-1)}{2 r}-\frac{1}{2}} \tau^{-(p-1)\left(\beta+\frac{1}{2}\right)-\theta-\frac{1}{2}} d \tau \\
& =C\left\|u_{0}\right\|_{m}+C M^{p-1}\left(\sup _{(0, t)} \tau^{\theta+\frac{1}{2}}\|\nabla u(\tau)\|_{r}\right)
\end{aligned}
$$

hence

$$
\begin{equation*}
\sup _{(0, \infty)} t^{\theta+\frac{1}{2}}\|\nabla u(t)\|_{r} \leq C\left\|u_{0}\right\|_{m} \tag{2.37}
\end{equation*}
$$

(for $M$ possibly smaller, independent of $\left\|u_{0}\right\|$ ). Next using (2.35) (2.37), we compute

$$
\begin{aligned}
& \|u(t)\|_{q} \leq C t^{-\frac{N}{2}\left(\frac{1}{m}-\frac{1}{q}\right)}\left\|u_{0}\right\|_{m}+|a| \int_{0}^{t}(t-s)^{-\frac{N}{2}\left(\frac{p}{r}-\frac{1}{q}\right)}\|\nabla u\|_{r}^{p} d s \\
& \quad \leq C t^{-\frac{N}{2}\left(\frac{1}{m}-\frac{1}{q}\right)}\left\|u_{0}\right\|_{m}+C \int_{0}^{t}(t-s)^{-\frac{N}{2}\left(\frac{p}{r}-\frac{1}{q}\right)}\left\|u_{0}\right\|_{q}^{p-1} s^{-(p-1)\left(\beta+\frac{1}{2}\right)}\left\|u_{0}\right\|_{m} s^{-\theta-\frac{1}{2}} d s
\end{aligned}
$$

so that

$$
t^{\frac{N}{2}\left(\frac{1}{m}-\frac{1}{q}\right)}\|u(t)\|_{q} \leq C\left\|u_{0}\right\|_{m}+C\left\|u_{0}\right\|_{q}^{p-1}\left\|u_{0}\right\|_{m}
$$

The claim follows.
Step 3. Since the maps $W_{t}: U_{M} \mapsto L^{q}$ are Lipschitz contiuous, uniformly for $t \geq 0$, and since $W_{t} u_{0}$ decays to 0 in $L^{q}$ for each $u_{0}$ in the dense subset $U_{M} \cap L^{m}$, it follows that $u(t)=W_{t} u_{0}$ decays to 0 in $L^{q}$ for all $u_{0} \in U_{M}$. The fact that $u(t)$ decays also in $L^{k}$ for $q<k \leq \infty$ was proved in Proposition 2.3. The proof is complete.
3. Nonexistence and nonuniqueness results for $a>0, u_{0} \geq 0$

### 3.1. Nonexistence in $L^{q}$ for $p \geq 2$

The following result shows that local existence fails in all $L^{q}$ spaces $(q<\infty)$ when $p \geq 2$ and $a>0$. We have been able to discard only the existence of solutions which are classical for $t>0$. However we note that the solutions constructed in Section A for $p<2$ and $q \geq q_{c}$ are indeed classical for $t>0$.
Proposition 3.1. Let $p \geq 2, a>0$ and $u_{0} \in \mathrm{~L}_{\mathrm{loc}}^{1}$. Assume that there exist $T>0$ and a function $u \in \mathrm{C}^{1,2}\left(Q_{T}\right), Q_{T}=\mathbb{R}^{N} \times(0, T)$, which is a solution of $(V H J)_{1}$ in $Q_{T}$, such that $\lim _{t \rightarrow 0} u(t)=u_{0}$ in $\mathrm{L}_{\mathrm{loc}}^{1}$. Then $\exp \left(a u_{0}\right) \in \mathrm{L}_{\mathrm{loc}}^{1}$.

Proof. Assume that such $T$ and $u$ exist. Then $u$ satisfies

$$
u_{t}-\Delta u \geq a\left(|\nabla u|^{2}-1\right) \quad \text { in } Q_{T}
$$

Letting $v(x, t)=\exp (a(u(x, t)+t))$, we see that

$$
v_{t}-\Delta v \geq 0 \quad \text { in } Q_{T}
$$

Fix $R>0$ and $t_{0} \in(0, T)$, and denote by $G_{R+1}=G_{R+1}(x, y, t)$ the heat kernel in $\mathrm{B}_{R+1}(0)$ with homogeneous Dirichlet conditions. Since $v>0$, for all $\varepsilon \in\left(0, t_{0} / 2\right)$, we have

$$
v\left(t_{0}, 0\right) \geq \int_{|y|<R+1} G_{R+1}\left(0, y, t_{0}-\varepsilon\right) v(y, \varepsilon) d y \geq C\left(t_{0}, R\right) \int_{|y|<R} v(y, \varepsilon) d y
$$

for some $C\left(t_{0}, R\right)>0$. But the assumptions imply the existence of a sequence $\varepsilon_{n} \downarrow 0$ such that $u\left(\varepsilon_{n}\right)$ converges to $u_{0}$ a.e. Passing to the limit in the above inequality with $\varepsilon=\varepsilon_{n}$ and using Fatou's Lemma, we obtain

$$
\int_{|x|<R} \exp \left(a u_{0}(y)\right) \mathrm{d} y<\infty
$$

and the conclusion follows.
Remark 3.1. When $p=2$, existence is true for $u_{0} \in L^{\infty}$, as can be seen easily by using the transformation $v=e^{u}(a=1)$. Also, existence (of a mild solution) is true for $u_{0} \in W^{1, N}, N \geq 2$, by Proposition 2.4. (Recall that $W^{1, N} \not \subset L^{\infty}(N \geq 2)$ but that $u_{0} \in W^{1, N}$ implies $e^{\left|u_{0}\right|} \in L_{\text {loc }}^{1}$.) Interestingly, for $p>2$, existence is true for $u_{0} \in C_{\mathrm{b}}$ (see [GGK]) while this seems to be an open problem for $u_{0} \in L^{\infty}$.

### 3.2. Nonexistence in subcritical $L^{q}$ spaces for $p<2$

Theorem 3.2. Assume $a>0$ and $p<2$.
(i) Let $1=q<q_{c}$ and $N \geq 2$ and set

$$
u_{0}(x)=|x|^{-N+\delta} \mathbf{1}_{\{|x|<1\}}
$$

with $\delta>0$ sufficiently small (note that $u_{0} \in L^{1}$ ). Then (1.1) does not admit any local pointwise mild solution, such that $u(t) \in L^{1}$ on a set of positive measure of $t$.
(ii) Let $1<q<q_{c}$ and set

$$
\begin{equation*}
u_{0}(x)=|x|^{-(N / q)+\delta} \mathbf{1}_{\{|x|<1\}} \tag{3.1}
\end{equation*}
$$

with $\delta>0$ sufficiently small (note that $u_{0} \in L^{q}$ ). Assume in addition that $N>p q$. Then (1.1) does not admit any local mild $L^{q}$ solution.
Also, for initial data in Sobolev spaces, we have the following nonexistence results. Although we had to place some additional restrictions on the solution in Proposition 3.3, these results indicate that the existence part of Proposition wo is in some sense sharp (cf. property (2.8) in Proposition 2.4).
Proposition 3.3. Assume $a>0$ and $1 \leq q<N(p-1)$. Let

$$
u_{0}(x)=|x|^{1-(N / q)+\delta}(2-|x|)_{+}
$$

with $\delta>0$ sufficiently small (note that $u_{0} \in W^{1, q}$ ). If $p>\sqrt{2}$, assume in addition that $N>(p+1) q$. Then (1.1) does not admit any pointwise mild solution satisfying (2.8).

Proposition 3.4. Assume $a=1, p \geq 2$ and $1 \leq q<N(=N(p-1)$ when $p=2)$. Let

$$
u_{0}(x)=-N(\log |x|) \mathbf{1}_{\{|x|<1\}}
$$

(note that $u_{0} \in W^{1, q}$ ). Then for any $T>0$, there exists no solution of (VHJ), classical on $\mathbb{R}^{N} \times(0, T)$, such that $\lim _{t \rightarrow 0} u(t)=u_{0}$ in $\mathrm{L}_{\mathrm{loc}}^{1}$.

Remarks 3.2. (a) The nonexistence result of Theorem 3.2 (ii) remains true for pointwise mild solutions satisfying the additional condition

$$
\begin{equation*}
|\nabla u|^{p} \in L^{1}\left(0, T ; L^{r}\right), \quad q-\varepsilon<r<q, \quad \text { for some } \varepsilon>0 . \tag{3.2}
\end{equation*}
$$

We note that in the critical case $q=q_{c}$, the pointwise mild solution constructed in Theorem 2.1 does satisfy (3.2) (see (2.6)). The same remark holds for Proposition 3.3 in the critical case $q=N(p-1)$, with $q^{*}$ instead of $q$ in formula (3.2).
(b) The restrictions $N>p q$ (resp. $N>(p+1) q$ ) in Theorem 3.2 (resp. in Proposition 3.3) seem technical. Note that they are automatically satisfied when $q<q_{c}$ (resp. $q<N(p-1))$ if $p \leq \sqrt{2}$.

In of the proofs of Theorem 3.2 and Proposition 3.3, we shall need the following two lemmata.
Lemma 3.1. Let $k \in \mathbb{R}, \varepsilon>0$, let $u_{0}(x)=|x|^{-k+\delta} \mathbf{1}_{\{|x|<1\}}$ and define $U(t):=e^{t \Delta} u_{0}$. Then for $\delta>0$ sufficiently small, it holds

$$
\int_{\{|x|<\sqrt{t}\}} U(x, t) d x \geq C_{\varepsilon} t^{\frac{N-k}{2}+\varepsilon},
$$

for $t>0$ small.
Proof. Let $\alpha=k-\delta$. For $|x|<\sqrt{t}$ and $t>0$ small, we have

$$
U(x, t) \geq \int_{\{\sqrt{t} / 2<|y|<\sqrt{t}\}}(4 \pi t)^{-N / 2} e^{-|x-y|^{2} / 4 t}|y|^{-\alpha} d y \geq C t^{-\alpha / 2}
$$

Therefore

$$
\int_{\{|x|<\sqrt{t}\}} U(x, t) d x \geq C t^{(N-\alpha) / 2}, \quad \text { for } t>0 \text { small, }
$$

which implies the Lemma.
Lemma 3.2. Let $1 \leq p, q<\infty, p q<N, T>0$, and assume that $u:(0, T) \rightarrow L^{q}(\Omega)$ satisfies

$$
|\nabla u|^{p} \in L^{1}\left(0, T ; L^{q}\right) .
$$

Then there exists a sequence $t_{j} \downarrow 0$ such that

$$
\int_{\left\{|x|<\sqrt{t_{j}}\right\}} u\left(x, t_{j}\right) d x \leq C t_{j}^{\frac{1}{2}-\frac{1}{p}+\frac{N}{2}\left(1-\frac{1}{p q}\right)} .
$$

Proof. ¿From the assumption, there exists $t_{j} \downarrow 0$ such that

$$
\left\|\nabla u\left(t_{j}\right)\right\|_{p q}^{p}=\left\|\left|\nabla u\left(t_{j}\right)\right|^{p}\right\|_{q} \leq t_{j}^{-1} .
$$

Therefore, by Sobolev's inequality, we have

$$
\left\|u\left(t_{j}\right)\right\|_{(p q)^{*}} \leq C\left\|\nabla u\left(t_{j}\right)\right\|_{p q} \leq C t_{j}^{-1 / p}
$$

with $(p q)^{*}=N p q /(N-p q)$. By Hölder's inequality, we deduce that

$$
\int_{\left\{|x|<\sqrt{t_{j}}\right\}} u\left(x, t_{j}\right) d x \leq C t_{j}^{\frac{N}{2}\left(1-\frac{1}{(p q)^{*}}\right)} 0\left\|u\left(t_{j}\right)\right\|_{(p q)^{*}} \leq C t_{j}^{\frac{1}{2}-\frac{1}{p}+\frac{N}{2}\left(1-\frac{1}{p q}\right)} .
$$

Proof of Theorem 3.2. Assume that (1.1) admits a local solution. First note that in case (i), there exists $T>0$ such that ess $\liminf _{t \rightarrow T^{-}}<\infty$ for some $T>0$. It follows from Proposition 1.1 that $|\nabla u|^{p} \in L^{1}\left(0, T ; L^{1}\right)$ and that $u$ is a mild $L^{1}$ solution. We are thus reduced to proving the result in case (ii) (actually for $1 \leq q<q_{c}$ ).
¿From Lemma 3.1, we see that, for $t>0$ small,

$$
\begin{equation*}
\int_{\{|x|<\sqrt{t}\}} u(x, t) d x \geq \int_{\{|x|<\sqrt{t}\}} e^{t \Delta} u_{0}(x) d x \geq C_{\varepsilon} t^{\frac{N}{2}\left(1-\frac{1}{q}\right)+\varepsilon} \tag{3.3}
\end{equation*}
$$

On the other hand, by Lemma 3.2, there exists a sequence $t_{j} \downarrow 0$ such that

$$
\begin{equation*}
\int_{\left\{|x|<\sqrt{t_{j}}\right\}} u\left(x, t_{j}\right) d x \leq C_{\varepsilon} t_{j}^{\frac{1}{2}-\frac{1}{p}+\frac{N}{2}\left(1-\frac{1}{p q}\right)-\varepsilon} . \tag{3.4}
\end{equation*}
$$

By comparing (3.3) and (3.4) and letting $j \rightarrow \infty$ and then $\varepsilon \rightarrow 0$, we deduce that

$$
\frac{N}{2}\left(1-\frac{1}{q}\right) \geq \frac{1}{2}-\frac{1}{p}+\frac{N}{2}\left(1-\frac{1}{p q}\right)
$$

hence

$$
\frac{N(p-1)}{q} \leq 2-p
$$

The conclusion follows.
Proof of Proposition 3.3. Let $\widetilde{u_{0}}(x)=|x|^{1-(k / N)+\delta} \mathbf{1}_{\{|x|<1\}}$. ¿From Lemma 3.1, we see that, for $t>0$ small,

$$
\begin{align*}
\int_{\{|x|<\sqrt{t}\}} u(x, t) d x & \geq \int_{\{|x|<\sqrt{t}\}} e^{t \Delta} u_{0}(x) d x \\
& \geq \int_{\{|x|<\sqrt{t}\}} e^{t \Delta} \widetilde{u_{0}}(x) d x \geq C_{\varepsilon} t^{\frac{N}{2}\left(1-\frac{1}{q}\right)+\frac{1}{2}+\varepsilon} \tag{3.5}
\end{align*}
$$

On the other hand, the current assumptions imply $q<N$ and $p q^{*}=N q p /(N-q)<N$ (this follows from $q<N(p-1)$ if $p \leq \sqrt{2})$. Assume (2.8), that is,

$$
|\nabla u|^{p} \in L^{1}\left(0, T ; L^{q^{*}}\right)
$$

By Lemma 3.2, there exists a sequence $t_{j} \downarrow 0$ such that

$$
\begin{equation*}
\int_{\left\{|x|<\sqrt{t_{j}}\right\}} u\left(x, t_{j}\right) d x \leq C_{\varepsilon} t_{j}^{\frac{1}{2}-\frac{1}{p}+\frac{N}{2}\left(1-\frac{1}{p q^{*}}\right)-\varepsilon} \tag{3.6}
\end{equation*}
$$

By comparing (3.5) and (3.6) and letting $j \rightarrow \infty$ and then $\varepsilon \rightarrow 0$, we deduce that

$$
\frac{1}{2}+\frac{N}{2}\left(1-\frac{1}{q}\right) \geq \frac{1}{2}-\frac{1}{p}+\frac{N}{2}\left(1-\frac{1}{p q^{*}}\right)
$$

hence $q \geq N(p-1)$. The conclusion follows.
Proof of Theorem 3.4. This is a direct consequence of Proposition 3.1 and the fact that for all $|x|<1, e^{u_{0}(x)}=\frac{1}{|x|^{N}} \notin L^{1}\left(B_{1}(0)\right)$.

### 3.3. Nonuniqueness in subcritical $L^{q}$ spaces for $p<2$

Theorem 3.5. Let $a>0, N \geq 1$. Assume $\frac{N+2}{N+1}<p<2$, so that $q_{c}>1$. There exists a positive self-similar solution $u$ of (3.7) on $\mathbb{R}^{N} \times(0, \infty)$, of the form

$$
u(x, t)=t^{-k} U\left(|x| t^{-1 / 2}\right), \quad k=\frac{2-p}{2(p-1)}
$$

where $U \in C_{b}^{2}$, with the following properties:

$$
\begin{aligned}
& u \in C\left((0, \infty) ; W^{1, q}\right), \quad 1 \leq q \leq \infty \\
& \lim _{t \rightarrow 0} u(t)=0 \quad \text { in } L^{q} \text { for } 1 \leq q<q_{c}
\end{aligned}
$$

In particular, the initial value problem for (3.7) in $L^{q}, 1 \leq q<q_{c}$, with initial data 0 has at least two solutions, the 0 solution and $u$.

This theorem will be proved in the subsection 3.5, together with results valid for different nonlinear terms. In particular, it will be proved that the profile $U$ an its derivative $U^{\prime}$ both have exponential deccay (see Proposition 3.14). We have the following consequence concerning nonuniqueness in $W^{1, q}$.
Corollary 3.6. Let $a>0, N>1$. Assume $\frac{N+1}{N}<p<2$, so that $N(p-1)>1$. Then the initial value problem for (3.7) in $W^{1, q}, 1 \leq q<N(p-1)$, with initial data 0 has at least two solutions in $C\left([0, \infty) ; W^{1, q}\right) \cap C\left((0, \infty) ; W^{1, p q}\right)$, the 0 solution and the solution $u$ given by Theorem 3.5.

Remark 3.3. One easily checks that $u$ is a mild $L^{q}$ solution of (VHJ) for $q<q_{c}$. In particular we have $|\nabla u|^{p} \in L^{1}\left(0, T ; L^{q}\right)$ for all $T>0$.

Remark 3.4. For $u_{0} \geq 0$ with, say, $u_{0} \in L^{1} \cap C_{\mathrm{b}}^{2}$, it is easy to see that $\|u(t)\|_{1}$ is a nonincreasing (resp. nondecreasing) function if $a<0$ (resp. $a>0$ ). Letting $I_{\infty}=\lim _{t \rightarrow \infty}\|u(t)\|_{1}$, it was proved in [BK] (see also [AB, BL1, BGK, BLSS]) that when $a<0$,
(i) $I_{\infty}=0$ if $1 \leq p \leq p_{0}=(N+2) /(N+1)$;
(ii) $I_{\infty}>0$ if $p>p_{0}$.

In the case $a>0$, the question whether $I_{\infty}$ is finite or not seems to be open. For the self-similar solution constructed in Theorem 3.5 for $p_{0}<p<2$, one has $I_{\infty}=\infty$.

### 3.4. Nonuniqueness for other equations

Let us consider the following equation:

$$
\begin{equation*}
u_{t}-\Delta u=F(u,|\nabla u|), \quad x \in \mathbb{R}^{N}, \quad t>0 \tag{3.7}
\end{equation*}
$$

Theorem 3.7. Let $N \geq 1, \frac{N+2}{N+1}<p<2$. Let $F: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$, locally Lipschitz continuous, satisfy the homogeneity condition

$$
\begin{equation*}
F\left(\lambda^{2-p} x, \lambda y\right)=\lambda^{p} F(x, y), \quad \text { for all } \lambda, x, y \geq 0 \tag{3.8}
\end{equation*}
$$

Assume that there exists $a>0$ such that either

$$
\begin{equation*}
N=1 \quad \text { and } \quad F(x, y) \geq a|y|^{p} \tag{i}
\end{equation*}
$$

or

$$
\begin{equation*}
N=1 \quad \text { and } \quad F(x, y) \geq a|y|^{r}|x|^{\frac{p-r}{2-p}} \text { for some } 1 \leq r \leq 2(p-1) \tag{ii}
\end{equation*}
$$

or

$$
\begin{equation*}
N \geq 2, \quad p<\frac{N}{N-1}, \quad \text { and } \quad F(x, y) \geq a\left(|y|^{p}+|x|^{\frac{p}{2-p}}\right) . \tag{iii}
\end{equation*}
$$

Then there exists a positive self-similar solution $u$ of (3.7) on $\mathbb{R}^{N} \times(0, \infty)$, of the form

$$
u(x, t)=t^{-k} U\left(|x| t^{-1 / 2}\right), \quad k=\frac{2-p}{2(p-1)},
$$

where $U \in C_{b}^{2}(\mathbb{R})$, with the following properties:

$$
\begin{aligned}
& u \in C\left((0, \infty) ; W^{1, q}\right), \quad 1 \leq q<\infty \\
& \lim _{t \rightarrow 0} u(t)=0 \quad \text { in } L^{q} \text { for } 1 \leq q<q_{c} .
\end{aligned}
$$

In particular, the initial value problem for (VHJ) in $L^{q}, 1 \leq q<q_{c}$, with initial data 0 has at least two solutions, the 0 solution and $u$.

Corollary 3.8. Assume that either

$$
\begin{equation*}
F(u,|\nabla u|)=a|u|^{m}+b|\nabla u|^{\frac{2 m}{m+1}} \quad \text { with } N \geq 1, \frac{N+2}{N}<m<\frac{N}{(N-2)_{+}}, a, b>0 \tag{i}
\end{equation*}
$$

or
(ii) $\quad F(u,|\nabla u|)=a|u|^{m}|\nabla u|^{r} \quad$ with $N=1,1 \leq r<2, m \geq 1, m r>1, a>0$.

Then there exists a positive self-similar solution $u$ of (3.7) as described in Theorem 3.7 (with $k=\frac{1}{m-1}$ in case (i) and $k=\frac{2-r}{2(r+m-1)}$ in case (ii)). In particular, the initial value problem for (VHJ) in $L^{q}, 1 \leq q<q_{c}$, with initial data 0 has at least two solutions, the 0 solution and $u$.

Remark 3.5. A similar result was obtained in $[\mathrm{T}]$ for $F \equiv|u|^{m}+b|\nabla u|^{\frac{2 m}{m+1}}$ under different assumptions on $b, m$. We point out that the result of $[\mathrm{T}]$ does not apply to the equation (VHJ). On the other hand, the result of Theorem 3.7 applies e.g. to sums of nonlinearities like those in (i) or (ii) of Corollary 3.8.

### 3.5. Proof of nonuniqueness results: construction of forward selfsimilar

 solutionsSince Eqn. (3.7) involves only the values of the function $F(x, y)$ for $y \geq 0$, we may assume that $F$ is even with respect to $y$ (i.e., consider the function $F(x,|y|)$ instead of $F)$. Looking for a radial self-similar solution $u(x, t)=t^{-k} U\left(|x| t^{-1 / 2}\right)$ of (3.7), we are then reduced to the following equation for the profile $U$ :

$$
\left\{\begin{array}{l}
U^{\prime \prime}+\left(\frac{N-1}{r}+\frac{r}{2}\right) U^{\prime}+k U+F\left(U, U^{\prime}\right)=0, \quad r>0  \tag{3.9}\\
U^{\prime}(0)=0, \quad U(0)=\alpha>0
\end{array}\right.
$$

The basic idea, in the spirit of [HW, PTW, T] is to use a suitable shooting argument to find $\alpha>0$ such that the solution of (3.9) is positive, defined for all $r>0$, and has
sufficiently nice decay properties as $r \rightarrow \infty$ to guarantee the belonging of $u(., t)$ to all $L^{q}$ spaces. However, due to the different nature of the nonlinearity, many of the arguments in [HW, PTW, T] do not apply and some new ideas are required (in particular for proving nonemptyness of $I_{-}$below).

Throughout Section 3.5, we assume that $k>0, N \geq 1$ (not necessarily an integer) and that $F: \mathbb{R}^{2} \rightarrow \mathbb{R}$ is locally Lipschitz continuous. Eqn. (3.9) is equivalent to the integral equation

$$
\begin{equation*}
U^{\prime}(r) r^{N-1} e^{r^{2} / 4}=-\int_{0}^{r}\left(k U(s)+F\left(U(s), U^{\prime}(s)\right)\right) s^{N-1} e^{s^{2} / 4} d s, \quad U(0)=\alpha \tag{3.10}
\end{equation*}
$$

It is well known that for all $\alpha>0$, there exists a unique maximal solution $U=U(\alpha ;$.) of (3.9), defined on a maximal interval $\left[0, R_{\max }(\alpha)\right)$, with $0<R_{\max }(\alpha) \leq \infty$, and that $U \in C^{2}\left(\left[0, R_{\max }\right)\right.$ ). (In what follows, except when necessary, we will not emphasize the dependence of $U$ and $R_{\max }$ upon $\alpha$.)

### 3.5.1. Preliminary properties

Proposition 3.9. Assume that $x F(x, 0) \geq 0$ for all $x \in \mathbb{R}$. Then we have the following properties.
(i) For all $\alpha>0$, we have $U>0$ and $U^{\prime}<0$ for $r>0$ small. If $R<R_{\max }$ and $U>0$ on $[0, R)$, then $U^{\prime}<0$ on $(0, R]$.
(ii) For all $\varepsilon>0$, there exists $\alpha_{\varepsilon}>0$ such that $R_{\max }=\infty$ for all $\alpha \in\left(0, \alpha_{\varepsilon}\right)$ and

$$
|U(r)|+\left|U^{\prime}(r)\right|<\varepsilon \quad \text { on }[0, \infty)
$$

(iii) If $R_{\max }=\infty$ and $U>0$ on $[0, \infty)$, then

$$
\lim _{r \rightarrow \infty} U(r)=\lim _{r \rightarrow \infty} U^{\prime}(r)=0
$$

(iv) Assume

$$
F(x, y) \leq C(x)\left(1+y^{2}\right)
$$

with $C$ bounded on bounded sets. If $U>0$ on $\left[0, R_{\max }\right)$, then $R_{\max }=\infty$.
Proof. (i) The first part is clear since $U^{\prime \prime}(0)=-\frac{1}{N}(k \alpha+F(\alpha, 0))<0$. Next assume that $U>0$ and $U^{\prime}<0$ on $(0, R)$ and $U^{\prime}(R)=0$. Then $U(R)>0$ by local uniqueness and $U^{\prime \prime}(R)=-k U(R)-F(U(R), 0)<0$ : a contradiction.
(ii) Let $g(x)=F(x, 0)$ and $G(x)=\int_{0}^{x} g(s) d s \geq 0$. Define $h(x, y)=\frac{F(x, y)-F(x, 0)}{y}$ for $y \neq 0(0$ for $y=0)$, so that we may write $F\left(U, U^{\prime}\right)=g(U)+U^{\prime} h\left(U, U^{\prime}\right)$. Since $F$ is locally Lipschitz, $h$ is bounded on bounded sets. Let $M=\sup _{|x|,|y| \leq 1}|h(x, y)|<\infty$. Defining

$$
E_{U}(r)=\frac{U^{\prime 2}}{2}+\frac{k U^{2}}{2}+G(U)
$$

we have

$$
E_{U}^{\prime}(r)=-\left(\left(\frac{N-1}{r}+\frac{r}{2}\right)+h\left(U, U^{\prime}\right)\right) U^{\prime 2}
$$

Fix $\varepsilon \in(0,1)$. By continuous dependence, since $G(0)=0$, there exists $\alpha_{\varepsilon}>0$ such that for all $\alpha \in\left(0, \alpha_{\varepsilon}\right), R_{\max }>2 M$ and $E_{U}<\beta \equiv \frac{\varepsilon^{2}}{4} \min (1, k)$ on $[0,2 M]$. On the other hand, for all $r \in\left[2 M, R_{\max }\right)$, if $E_{U}(r)<\beta$, then in particular $|U(r)|<1$ and $\left|U^{\prime}(r)\right|<1$, hence $E_{U}^{\prime}(r) \leq\left(\left|h\left(U, U^{\prime}\right)\right|-M\right) U^{\prime 2} \leq 0$. It follows that $E_{U}(r)<\beta$ for all $r \in\left[0, R_{\max }\right)$, so that $R_{\text {max }}=\infty$ and $|U|+\left|U^{\prime}\right|<\varepsilon$ on $[0, \infty)$.
(iii) By (i), we know that $U^{\prime}<0$ on $(0, \infty]$, hence $\exists \ell \in[0, \infty)$ such that $\lim _{r \rightarrow \infty} U(r)$ $=\ell$. Keeping the notation of (ii), for all $r>0$, if $\left|U^{\prime}(r)\right|<1$, then $E_{U}(r)<K \equiv$ $\frac{k \alpha^{2}+1}{2}+G(\alpha)$. Let $K^{\prime}=\max (\sqrt{2 K}, \sqrt{2 K / k})$ and $M^{\prime}=\sup _{|x|,|y| \leq K^{\prime}}|h(x, y)|$. Then, for all $r \geq 2 M^{\prime}, E_{U}(r)<K$ implies $|U|,\left|U^{\prime}\right| \leq K^{\prime}$ hence $E_{U}^{\prime}(r) \leq 0$. But since $U$ has a finite limit at $\infty$, there must exist some $r_{1} \geq 2 M^{\prime}$ such that $\left|U^{\prime}\left(r_{1}\right)\right|<1$. It follows that $E_{U}(r)<K$ for all $r \geq r_{1}$. Therefore ( $U, U^{\prime}$ ) is bounded on $[0, \infty)$.

Returning to Eqn. (3.9), we infer that

$$
\begin{align*}
\left|U^{\prime}(r)\right| e^{r^{2} / 4} & =\left|U^{\prime}(1)\right| e^{1 / 4}+\int_{1}^{r}\left(k U+\frac{N-1}{s} U^{\prime}+F\left(U, U^{\prime}\right)\right) e^{s^{2} / 4} d s  \tag{3.11}\\
& \leq C\left(1+\int_{1}^{r} e^{s^{2} / 4} d s\right) \sim \frac{C^{\prime}}{r} e^{r^{2} / 4} \text { as } r \rightarrow \infty
\end{align*}
$$

hence $\lim _{r \rightarrow \infty} U^{\prime}(r)=0$.
Finally, to prove that $\ell=0$, we note that by $(3.11), \ell>0$ would imply $\left|U^{\prime}(r)\right| \sim(k \ell+$ $F(\ell, 0)) C r^{-1}$ as $r \rightarrow \infty($ where $F(\ell, 0) \geq 0$ and $C>0)$, contradicting the boundedness of $U$.
(iv) By (i), we have $U^{\prime}<0$ hence $U \leq \alpha$ on ( $0, R_{\max }$ ). Assume $R_{\max }<\infty$. Using Eqn. (3.9) and the assumption on $F$, we obtain

$$
\begin{equation*}
\left|U^{\prime}\right|^{\prime}=-U^{\prime \prime} \leq C_{1}\left(1+U^{\prime 2}\right) \leq C_{2}\left(1+\left|U^{\prime}\right|\right)^{2}, \quad \frac{R_{\max }}{2}<r<R_{\max } \tag{3.12}
\end{equation*}
$$

Since $U$ is bounded, $U^{\prime}<0$ and $R_{\max }<\infty$, necessarily $\lim _{r \rightarrow R_{\max }} U^{\prime}(r)=-\infty$. Integrating (3.12) between $r$ and $R_{\text {max }}$, it follows that $1+\left|U^{\prime}(r)\right| \geq C_{3}\left(R_{\max }-r\right)^{-1}$ as $r \rightarrow R_{\max }$, hence $U(r) \rightarrow-\infty$ as $r \rightarrow R_{\max }$ : a contradiction.

Let us now define the set

$$
I_{+}=\left\{\alpha>0 ; R_{\max }=\infty, U>0 \text { and } U^{\prime}<0 \text { on }(0, \infty)\right\} .
$$

### 3.5.2. Nonemptyness of $I_{+}$

Proposition 3.10. Assume that $0<k<N / 2, x F(x, 0) \geq 0$ for all $x \in \mathbb{R}$, and

$$
\begin{equation*}
F(x, y)=o(|x|+|y|) \quad \text { as }(x, y) \rightarrow(0,0) . \tag{3.13}
\end{equation*}
$$

Then there exists $\alpha_{1}>0$ such that $\left(0, \alpha_{1}\right) \subset I_{+}$.
Proof. By Proposition 3.9 (ii), we know that $R_{\max }=\infty$ for $\alpha$ sufficiently small. Let $r_{0}>0$ be such that $U>0$ and $U^{\prime}<0$ on ( $0, r_{0}$ ) (see Proposition 3.9 (i)). Since $k<N / 2$, we may fix $\gamma$ such that $\frac{k}{N}<\gamma<\frac{1}{2}$ and define

$$
z(r)=-\frac{U^{\prime}}{U}>0 \quad \text { and } \quad \phi(r)=(z(r)-\gamma r) r^{N-1}, \quad 0<r<r_{0}
$$

We compute

$$
\begin{aligned}
z^{\prime}(r) & =\frac{U^{\prime 2}}{U^{2}}-\frac{U^{\prime \prime}}{U}=z^{2}+\frac{1}{U}\left[\left(\frac{N-1}{r}+\frac{r}{2}\right) U^{\prime}+k U+F\left(U, U^{\prime}\right)\right] \\
& =z^{2}-\left(\frac{N-1}{r}+\frac{r}{2}\right) z+k+\frac{F\left(U, U^{\prime}\right)}{U}
\end{aligned}
$$

and

$$
\begin{aligned}
\phi^{\prime}(r) & =r^{N-1}\left(z^{\prime}+\frac{N-1}{r} z\right)-N \gamma r^{N-1} \\
& =r^{N-1}\left(z^{2}-\frac{r}{2} z+k-N \gamma+\frac{F\left(U, U^{\prime}\right)}{U}\right)
\end{aligned}
$$

Let $\delta>0$ to be chosen later. By Proposition 3.9 (ii) and assumption (3.13), for $\alpha<\alpha_{0}(\delta)$ sufficiently small, we have $\left|F\left(U, U^{\prime}\right)\right| \leq \delta\left(U+\left|U^{\prime}\right|\right)$ on $[0, \infty)$, hence

$$
\phi^{\prime}(r) \leq z \phi+r^{N-1}\left[k-N \gamma+\delta+\left(\left(\gamma-\frac{1}{2}\right) r+\delta\right) z\right]
$$

By imposing $0<\delta<N \gamma-k$, it follows in particular that

$$
\begin{equation*}
\phi^{\prime}(r) \leq z \phi \quad \text { for all } \frac{\delta}{\frac{1}{2}-\gamma} \leq r<r_{0} \tag{3.14}
\end{equation*}
$$

On the other hand, we have, for all $r \in\left(0, r_{0}\right)$,

$$
\phi^{\prime}(r) \leq(z+\delta) \phi+r^{N-1}\left[k-N \gamma+\delta+\left(\gamma-\frac{1}{2}\right) r z+\delta \gamma r\right]
$$

hence

$$
\begin{equation*}
\phi^{\prime}(r) \leq(z+\delta) \phi \quad \text { for all } r<r_{0} \text { such that } r \leq \frac{N \gamma-\delta-k}{\delta \gamma} \tag{3.15}
\end{equation*}
$$

Now, if we choose $\delta$ so small that $\frac{N \gamma-\delta-k}{\delta \gamma}>\frac{\delta}{\frac{1}{2}-\gamma}$, we deduce from (3.14) and (3.15) that

$$
\begin{equation*}
\forall r \in\left(0, r_{0}\right), \quad \phi(r)<0 \Rightarrow \phi^{\prime}(r)<0 \tag{3.16}
\end{equation*}
$$

Moreover, we observe that

$$
\lim _{r \rightarrow 0} r^{-N} \phi(r)=-\frac{U^{\prime \prime}(0)}{\alpha}-\gamma=\frac{k}{N}-\gamma+\frac{F(\alpha, 0)}{N \alpha}
$$

Since $F(\alpha, 0)=o(\alpha)$ as $\alpha \rightarrow 0$, by taking $\alpha$ smaller if necessary, it follows that $\phi(r)<0$ for $r>0$ small, and (3.16) then implies that $\phi<0$ on $\left(0, r_{0}\right)$, that is $-\frac{U^{\prime}}{U}<\gamma r$. Upon integration, this yields

$$
\begin{equation*}
U(r) \geq \alpha e^{-\gamma r^{2} / 2} \quad \text { on }\left[0, r_{0}\right) \tag{3.17}
\end{equation*}
$$

By continuity, one immediately deduces that $U$ can never vanish, and that (3.17) actually holds on $(0, \infty)$. The Proposition follows.

Remark 3.6. The previous proof shows that $U(r) \geq \alpha e^{-k r^{2} / 2 N}$ on $[0, \infty)$ for $\alpha$ sufficiently small.

### 3.5.3. Boundedness of $I_{+}$

Proposition 3.11. Assume that $N \geq 1, k>0$, and that $F(x, y)=F(y)$ is of class $C^{1}$ and satisfies

$$
F(y) \geq a|y|^{p}
$$

for some $a>0, p>1$. Then for all $\alpha$ sufficiently large, if $R_{\max }(\alpha)=\infty$, there exists $r>0$ such that $U(r)=0$.

To prove Proposition 3.11, we will need the following two lemmas.

Lemma 3.3. Assume that $N>1, k>0$, and that $F(x, y)=F(y)$ is of class $C^{1}$ and satisfies $F(0) \geq 0$. If $R_{\max }(\alpha)=\infty$, then $U^{\prime \prime}<0$ on $\left[0, r_{0}\right)$, where $r_{0}=\left(\frac{N-1}{k+1 / 2}\right)^{1 / 2}$.

Proof. We have $N U^{\prime \prime}(0)=-k \alpha-F(\alpha, 0)$, so that $U^{\prime \prime}<0$ and $U^{\prime}<0$ for $r>0$ small. Differentiating Eqn. (3.9) yields

$$
\begin{equation*}
-U^{\prime \prime \prime}=\left(-\frac{N-1}{r^{2}}+\frac{1}{2}+k\right) U^{\prime}+\left(\frac{N-1}{r}+\frac{r}{2}\right) U^{\prime \prime}+F^{\prime}\left(U^{\prime}\right) U^{\prime \prime} . \tag{3.18}
\end{equation*}
$$

Assume that there is a first $r>0$ such that $U^{\prime \prime}(r)=0$. Then $U^{\prime}(r)<0$ and $U^{\prime \prime \prime}(r) \geq 0$, and (3.18) thus implies

$$
\left(k+\frac{1}{2}-\frac{N-1}{r^{2}}\right) U^{\prime}(r) \leq 0
$$

hence, $k+\frac{1}{2}-\frac{N-1}{r^{2}} \geq 0$, that is $r \geq r_{0}$.
Lemma 3.4. Under the hypotheses of Proposition 3.11, assume that $R_{\max }(\alpha)=\infty$ and $U>0$ on $[0, \infty)$. Then we have

$$
\left|U^{\prime}\left(r_{2}\right)\right| \geq C_{0} \alpha \quad \text { for some } r_{2} \in\left[r_{1}, 1\right]
$$

where $r_{1}=\min \left(1, r_{0}\right)$ if $N>1, r_{1}=1$ if $N=1$, and $C_{0}=C_{0}(N, k, a)>0$.
Proof. By Proposition 3.9, we know that $U^{\prime}<0$ on $(0, \infty)$. We consider two cases.

- If $U \geq \alpha / 2$ on $[0,1]$, it follows from Eqn. (3.10) that

$$
-U^{\prime} e^{r^{2} / 4} r^{N-1}=\int_{0}^{r}\left(k U+F\left(U^{\prime}\right)\right) e^{s^{2} / 4} s^{N-1} d s
$$

hence $\left|U^{\prime}(1)\right| \geq e^{-1 / 4} \frac{k \alpha}{2 N}$ and we may take $r_{2}=1$.

- If $U(r)<\alpha / 2$ for some $r \in[0,1]$, then by the Mean Value Theorem, since $U(0)=\alpha$, there exists $r^{\prime} \in[0,1]$ such that $\left.\mid U^{\prime}\left(r^{\prime}\right)\right] \geq \alpha / 2$.
- If $N=1$, since $e^{r^{2} / 4}\left|U^{\prime}(r)\right|$ is nondecreasing, then $\left|U^{\prime}(1)\right| \geq e^{-1 / 4}\left|U^{\prime}\left(r_{1}\right)\right| \geq C \alpha$, and we take $r_{2}=1$;
- If $N>1$ and $r^{\prime} \geq r_{1}$, we may take $r_{2}=r^{\prime}$;
- If $N>1$ and $r^{\prime}<r_{1} \leq r_{0}$, then by Lemma 3.3, we have $\left|U^{\prime}\right| \geq \alpha / 2$ on $\left[r^{\prime}, r_{1}\right]$, and we may take $r_{2}=r_{1}$.

Proof of Proposition 3.11. Fix $\alpha>0$ and assume that $U>0$ on $(0, \infty)$ (hence $U^{\prime}<0$ ). By Lemma 3.4, we have $\left|U^{\prime}\left(r_{2}\right)\right|>C_{0} \alpha$. From Eqn. (3.9), we have

$$
-U^{\prime \prime} \geq a\left|U^{\prime}\right|^{p}-\left(\frac{N-1}{r}+\frac{r}{2}\right)\left|U^{\prime}\right| \quad \text { on }(0, \infty)
$$

hence

$$
\left\{\begin{array}{l}
\left|U^{\prime}\right|^{\prime} \geq a\left|U^{\prime}\right|^{p}-\left(\frac{N-1}{r_{1}}+1\right)\left|U^{\prime}\right| \quad \text { on }\left[r_{1}, 2\right] \\
\left|U^{\prime}\left(r_{2}\right)\right| \geq C_{0} \alpha
\end{array}\right.
$$

But since $r_{1} \leq 1$, this would imply that $\left|U^{\prime}\right|$ blows up before $r=2$ if $\alpha$ is sufficiently large, which is impossible. The conclusion follows.

Proposition 3.12. Assume $N=1, k>0$ and

$$
\begin{equation*}
F(x, y) \geq a|x|^{m}|y|^{p} \tag{3.19}
\end{equation*}
$$

for some $a>0, m \geq 0, p \geq 1$ such that $m+p>1$. Then, for all $\alpha$ sufficiently large, if $R_{\max }(\alpha)=\infty$, there exists $r>0$ such that $U(r)=0$.

Proof. Throughout the proof, $C$ denotes various positive constants depending only on $m, p, a, k$ (and not on $\alpha$ ). Fix $\alpha>0$ and assume that $U>0$ on $(0, \infty)$ (hence $U^{\prime}<0$ by Proposition 3.9 (i)). From Eqn. (3.10) and assumption (3.19), we have

$$
\begin{equation*}
\left|U^{\prime}(r)\right| e^{r^{2} / 4} \geq \int_{0}^{r}\left(k U+a U^{m}\left|U^{\prime}\right|^{p}\right) e^{s^{2} / 4} d s \tag{3.20}
\end{equation*}
$$

We claim that there exists $R_{0}=R_{0}(k) \geq 2$ such that

$$
\begin{equation*}
U\left(R_{0}\right)<\frac{\alpha}{2} \tag{3.21}
\end{equation*}
$$

Indeed, if $U(R) \geq \alpha / 2$ for some $R \geq 2$, then

$$
\left|U^{\prime}(r)\right| \geq \frac{k \alpha}{2} e^{-r^{2} / 4} \int_{0}^{r} e^{s^{2} / 4} d s \geq \frac{C(k) \alpha}{r}, \quad 2 \leq r \leq R .
$$

Therefore, $\alpha>\alpha-U(R) \geq \int_{1}^{R}\left|U^{\prime}\right| \geq C(k) \alpha \log R$, so that $\exists R_{0}(k) \geq 2$ such that $R \leq R_{0}(k)$. Since $U^{\prime}<0$, we thus have either $U(2)<\alpha / 2$ or $U\left(R_{0}\right)<\alpha / 2$ and the claim follows.

Writing $U^{m}\left|U^{\prime}\right|^{p}=C\left|\left(U^{1+(m / p)}\right)^{\prime}\right|^{p}$, we deduce from Eqn. (3.20), Hölder's inequality and (3.21) that, for all $r \geq R_{0}$,

$$
\begin{align*}
\left|U^{\prime}(r)\right| e^{r^{2} / 4} & \geq C \int_{0}^{R_{0}}\left|\left(U^{1+(m / p)}\right)^{\prime}\right|^{p} d s \\
& \geq C\left(\int_{0}^{R_{0}}\left|\left(U^{1+(m / p)}\right)^{\prime}\right| d s\right)^{p}  \tag{3.22}\\
& \geq C\left(\alpha^{1+(m / p)}-(\alpha / 2)^{1+(m / p)}\right)^{p}
\end{align*}
$$

Thus we have, for all $r \in\left[R_{0}, R_{0}+1\right]$,

$$
\left|U^{\prime}(r)\right| \geq e^{-\left(R_{0}+1\right)^{2}} C \alpha^{m+p}
$$

hence

$$
\alpha>U\left(R_{0}\right)-U\left(R_{0}+1\right)=\int_{R_{0}}^{R_{0}+1}\left|U^{\prime}\right| \geq C \alpha^{m+p}
$$

Since $m+p>1$, this cannot hold if $\alpha$ is sufficiently large. The Proposition follows.
Remark 3.7. Similar results can be derived for the multidimensional case of Eqn. (3.9) when $p>N$, by using Sobolev type inequalities instead of (3.22). However for $N \geq 2$, this implies $p>2$ and therefore does not enable to construct self-similar solutions. We do not know whether Proposition 3.12 holds for (some) $1<p<2$ when $N>1$.

Proposition 3.13. Assume $N>1, k>0$ and

$$
C_{1}\left(|x|^{m}+|y|^{p}\right) \leq F(x, y) \leq C_{2}\left(|x|^{m}+|y|^{p}\right)
$$

where $1<p<\frac{N}{N-1}, 1 \leq m<\frac{N}{(N-2)_{+}}, C_{1}, C_{2}>0$. Then, for all $\alpha$ sufficiently large, if $R_{\max }(\alpha)=\infty$, there exists $r>0$ such that $u(r)=0$.

We will need the following Lemma.
Lemma 3.5. For all large $\alpha$, we have

$$
U \geq \frac{\alpha}{2} \quad \text { on }\left[0, r_{\alpha}\right)
$$

with $r_{\alpha}=C \min \left(\alpha^{(1-m) / 2}, \alpha^{m(1-p) / p}\right)$ and $C>0$ depends only on $p, m, k, N, C_{1}, C_{2}$.
Proof. Throughout the proof, $C$ denotes various positive constants depending only on $p, m, k, N, C_{1}, C_{2}$. Let $R \in(0,1]$ be such that $U>0$ on $(0, R)$ (hence $U^{\prime}<0$ by Proposition 3.9 (i)). Define $g(r)=\sup _{[0, r]}\left|U^{\prime}\right|$. By Eqn. (3.10), for all $r \in[0, R]$, we have

$$
\begin{aligned}
\left|U^{\prime}(r)\right| r^{N-1} & \leq e^{1 / 4} \int_{0}^{r}\left(k \alpha+C_{2}\left(\alpha^{m}+\left|U^{\prime}\right|^{p}\right)\right) s^{N-1} d s \\
& \leq C r^{N}\left(\alpha^{m}+g^{p}(r)\right) .
\end{aligned}
$$

It follows that

$$
g(r) \leq C r\left(\alpha^{m}+g^{p}(r)\right) .
$$

Since $g(0)=0$ and $g$ is continuous, if there is some (minimal) $r_{0} \in(0, R]$, such that $g^{p}\left(r_{0}\right)=\alpha^{m}$, we will have $g\left(r_{0}\right) \leq C r_{0} g^{p}(r)$ hence, $r_{0} \geq C g^{1-p}\left(r_{0}\right)=C \alpha^{m(1-p) / p}$. It follows that for all $r \leq \min \left(R, C \alpha^{m(1-p) / p}\right), g^{p}(r) \leq \alpha^{m}$ hence, $r g(r) \leq C r^{2} \alpha^{m}$. Therefore, putting $r_{\alpha}=C \min \left(\alpha^{m(1-p) / p}, \alpha^{(1-m) / 2}\right)$, we have $r g(r) \leq \alpha / 2$ for $r \leq \min \left(R, r_{\alpha}\right)$ hence,

$$
\begin{equation*}
U(r)=\alpha-\int_{0}^{r}\left|U^{\prime}\right| d s \geq \alpha-r g(r) \geq \alpha / 2, \quad 0 \leq r \leq \min \left(R, r_{\alpha}\right) . \tag{3.23}
\end{equation*}
$$

Now, take $\alpha$ large enough so that $r_{\alpha}<1$. If there were a (minimal) $r \in\left(0, r_{\alpha}\right]$ such that $U(r)=0$, then one could take $R=r$ in (3.23), reaching a contradiction. Therefore, $U>0$ on $\left[0, r_{\alpha}\right]$ and (3.23) with $R=r_{\alpha}$ gives the desired conclusion.

Proof of Proposition 3.13. We may assume $U>0$ and $U^{\prime}<0$ on [0,2], since otherwise we are done. Note that $r_{\alpha}<1$ for $\alpha$ large enough. We first claim that for some $\theta=\theta(m, p, N)>0$, we have

$$
\left|U^{\prime}(1)\right| \geq C^{\prime} \alpha^{\theta}
$$

where $C^{\prime}=C^{\prime}\left(m, p, k, N, C_{1}, C_{2}\right)>0$. Indeed by Eqn. (3.10) and Lemma 3.5,

$$
\begin{aligned}
\left|U^{\prime}\left(r_{\alpha}\right)\right| r_{\alpha}^{N-1} & \geq e^{-1 / 4} C_{1} \int_{0}^{r_{\alpha}} U^{m} s^{N-1} d s \\
& \geq C^{\prime} \alpha^{m} r_{\alpha}^{N} \geq C^{\prime} \alpha^{\theta},
\end{aligned}
$$

where $\theta=\min (m-N(m-1) / 2, m(1-N(p-1) / p))>0$. Since $\left|U^{\prime}\right| r^{N-1} e^{r^{2} / 4}$ is nondecreasing on $[0,1]$ by Eqn. (3.10), the claim follows.

Now, by (3.9), we get

$$
\left|U^{\prime}\right|^{\prime}=-U^{\prime \prime} \geq-\left(\frac{N-1}{r}+\frac{r}{2}\right)\left|U^{\prime}\right|+C_{1}\left|U^{\prime}\right|^{p} \quad \text { on }(0,2]
$$

Therefore, we have

$$
\left\{\begin{array}{l}
\left|U^{\prime}\right|^{\prime} \geq C_{1}\left|U^{\prime}\right|^{p}-N\left|U^{\prime}\right| \quad \text { on }(0,2]  \tag{3.24}\\
\left|U^{\prime}(1)\right| \geq C^{\prime} \alpha^{\theta}
\end{array}\right.
$$

But it is easily seen that (3.24) cannot hold if $\alpha$ is sufficiently large (for $\left|U^{\prime}\right|$ would have to blow up before $r=2$ ). The Proposition follows.

### 3.5.4. Properties of the limiting trajectory

Proposition 3.14. Assume that $F$ satisfies

$$
\begin{equation*}
F(x, y)=o(|x|+|y|) \quad \text { as }(x, y) \rightarrow(0,0) \tag{3.13}
\end{equation*}
$$

and

$$
\begin{equation*}
F(x, y) \leq C(x)\left(1+y^{2}\right) \tag{3.25}
\end{equation*}
$$

where $C$ is bounded on bounded sets. If $0<\alpha_{0}=\sup I_{+}<\infty$, then $U_{0} \equiv U\left(\alpha_{0} ;.\right)$ satisfies the following properties.

$$
\begin{equation*}
R_{\max }\left(\alpha_{0}\right)=\infty, \quad U_{0}>0 \quad \text { and } \quad U_{0}^{\prime}>0 \quad \text { on }(0, \infty) \tag{i}
\end{equation*}
$$

(ii)

$$
\forall \varepsilon>0, \exists R_{\varepsilon}>0, \forall r \geq R_{\varepsilon}, e^{-(1+\varepsilon) r^{2} / 4} \leq U_{0}(r) \leq e^{-(1-\varepsilon) r^{2} / 4}
$$

$$
\begin{equation*}
U_{0}^{\prime}(r)=-\frac{r}{2} U_{0}(r)(1+o(1)), \quad \text { as } r \rightarrow \infty \tag{iii}
\end{equation*}
$$

Lemma 3.6. Assume $F(0,0)=0$. Let $\alpha, \lambda>0$ and define

$$
\bar{R}=\bar{R}(\alpha, \lambda, k, F)=2\left(\lambda+\frac{k}{\lambda}+\left(1+\lambda^{-1}\right) L(\alpha, \lambda)\right)
$$

where $L(\alpha, \lambda)=\operatorname{Lip}\left(F_{\mid[-\alpha, \alpha] \times[-\lambda \alpha, \lambda \alpha]}\right)$. Assume that $R_{\max }(\alpha)>\bar{R}$ and that

$$
U(\alpha ; r)>0, \quad U^{\prime}(\alpha ; r)<0 \quad \text { on }(0, R) \text { for some } R \in\left(\bar{R}, R_{\max }(\alpha)\right)
$$

If $U^{\prime}(r)+\lambda U(r) \geq 0$ for some $r \in(\bar{R}, R)$, then $U^{\prime}+\lambda U>0$ on $(r, R)$.
Proof. Under the assumptions of the Lemma, assume that $U^{\prime}(s)+\lambda U(s)=0$ for some $s \in[r, R)$. One then has

$$
\begin{aligned}
U^{\prime \prime}(s)+\lambda U^{\prime}(s) & =\left(\lambda-\frac{N-1}{s}-\frac{s}{2}\right) U^{\prime}(s)-k U(s)-F\left(U(s), U^{\prime}(s)\right) \\
& =\left(\lambda-\frac{N-1}{s}-\frac{s}{2}+\frac{k}{\lambda}\right) U^{\prime}(s)-F(U(s), \lambda U(s))
\end{aligned}
$$

Observe that $F(U(s), \lambda U(s)) \leq(1+\lambda) U(s) L(\alpha, \lambda) \leq-\left(1+\lambda^{-1}\right) U^{\prime}(s) L(\alpha, \lambda)$ hence,

$$
U^{\prime \prime}(s)+\lambda U^{\prime}(s) \geq\left(\lambda+\frac{k}{\lambda}+\left(1+\lambda^{-1}\right) L(\alpha, \lambda)-\frac{s}{2}\right) U^{\prime}(s)>0
$$

It is easily seen that $U^{\prime}+\lambda U$ must therefore remain $>0$ on $(r, R)$. The Lemma is proved.

Lemma 3.7. Under the assumptions of Proposition 3.14, we have $R_{\max }\left(\alpha_{0}\right)=\infty$, $U_{0}>0$ and $U_{0}^{\prime}<0$ on $(0, \infty)$, and for all $\lambda>0$,

$$
\begin{equation*}
U_{0}^{\prime}(r)+\lambda U_{0}(r)<0 \quad \text { for } r \text { large enough. } \tag{3.26}
\end{equation*}
$$

Proof. We know from Proposition 3.9 (iv) that $R_{\max }\left(\alpha_{0}\right)=\infty$. Suppose that $U_{0}(r)=0$ for some (minimal) $r>0$. Then $U_{0}^{\prime}(r)<0$ by local uniqueness, hence $U_{0}<0$ on $(r, r+\varepsilon]$ for some $\varepsilon>0$ small. But this would imply that $U(\alpha ; r+\varepsilon)<0$ for $\alpha$ close to $\alpha_{0}$, by continuous dependence, contradicting the definition of $\alpha_{0}$. It follows that $U_{0}>0$ for $r>0$, hence $U_{0}^{\prime}<0$ by Proposition 3.9 (i).

It remains to prove (3.26). Fix $\lambda>0$ and suppose that $U_{0}^{\prime}\left(r_{0}\right)+\lambda U\left(r_{0}\right) \geq 0$ for some $r_{0}>\overline{R^{\prime}} \equiv \bar{R}\left(\alpha_{0}+1, \lambda, k, F\right) \geq \bar{R}\left(\alpha_{0}, \lambda, k, F\right)$ (see Lemma 3.6). Then, by Lemma 3.6, we have $U_{0}^{\prime}+\lambda U_{0}>0$ on $\left(r_{0}, \infty\right)$. By continuous dependence, there exists $\varepsilon \in(0,1)$ such that for all $\alpha \in\left(\alpha_{0}, \alpha_{0}+\varepsilon\right)$ we have $R_{\max }(\alpha)>r_{0}+1, U>0$ and $U^{\prime}<0$ on $\left(0, r_{0}+1\right]$, and $U^{\prime}\left(r_{0}+1\right)+\lambda U\left(r_{0}+1\right)>0$. But by definition of $\alpha_{0}$, there exists $\alpha \in\left(\alpha_{0}, \alpha_{0}+\varepsilon\right)$ and $r>r_{0}+1$ such that

$$
U(r)=0 \quad \text { and } \quad U>0, \quad U^{\prime}<0 \quad \text { on }(0, r)
$$

But since $U^{\prime}+\lambda U>0$ on $\left[r_{0}+1, r\right)$ by Lemma 3.6 , we get upon integration $U(r) \geq$ $e^{-\lambda\left(r-r_{0}-1\right)} U\left(r_{0}+1\right)>0$, which is a contradiction. The Lemma is proved.

Proof of Proposition 3.14. Property (i) follows from Lemma 3.7, from which we also deduce that

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \frac{U_{0}^{\prime}(r)}{U_{0}(r)}=-\infty \tag{3.27}
\end{equation*}
$$

Properties (ii) and (iii) can then be proved along the lines of [BPT, Lemmas 13, 14, 15 and Theorem 2]. (The nonlinearity there corresponds to $F \equiv-|U|^{p}, p>1$, but once (i) and (3.27) are established, the hypothesis (3.13) alone allows one to carry over the steps of their proof.)

Proof of Theorems 3.5 and 3.7. Under any of the assumptions (i)-(iii), the homogeneity hypothesis (3.8) implies that

$$
\begin{equation*}
F(x, y) \leq C\left(|y|^{p}+|x|^{p /(2-p)}\right), \quad x, y \geq 0 \tag{3.28}
\end{equation*}
$$

(Indeed, by taking $\lambda=\min \left(x^{-1 /(2-p)}, y^{-1}\right)$ for $(x, y) \neq(0,0)$ in (3.8), we obtain $F(x, y) \leq \sup _{0 \leq a, b \leq 1} F(a, b) \lambda^{-p} \leq C \max \left(y^{p}, x^{p /(2-p)}\right)$.) Moreover $F(0,0)=0$.

Since we are interested in finding a positive solution of (3.7), only the values of the function $F(x, y)$ for $x, y \geq 0$ are involved, and we may redefine $F$ in Theorem 3.7 by

$$
\widetilde{F}(x, y)=F(|x|,|y|)+(\operatorname{sgn}(x)-1) F(|x|, 0)
$$

As $F(0,0)=0, \widetilde{F}$ remains Lipschitz continuous, and it satisfies $x \widetilde{F}(x, 0)=|x| F(|x|, 0) \geq$ $0, \forall x \in \mathbb{R}$. Since (3.28) for $1<p<2$ implies (3.13), and since $0<k=\frac{2-p}{2(p-1)}<N / 2$ by hypothesis, the assumptions of Proposition 3.10 are satisfied. Therefore there exists $\alpha_{1}>0$ such that $\left(0, \alpha_{1}\right) \subset I_{+}$.

By Propositions 3.11 (in case of Theorem 3.5), 3.12 (in cases (i)(ii) of Theorem 3.7 ), 3.13 (in case (iii) of Theorem 3.7), we have $\sup I_{+}<\infty$. The results then follow immediately from Proposition 3.14.

Remark 3.8. It can be proved that the result of Proposition 3.14 remains valid if the assumption (3.25) is replaced with $F(x, y) \geq a|y|^{p}-C(x)$ for some $p>1$ and $C$ bounded on bounded sets.
4. Existence and nonexistence results for $a<0, u_{0} \geq 0$

### 4.1. Existence in all $L_{+}^{q}$ spaces for $p<2$

In this section we prove
Theorem 4.1. Let $a<0,1 \leq p<2$ and $1 \leq q<\infty$. Given $u_{0} \in L^{q}$, $u_{0} \geq 0$, there exists a (pointwise mild) solution $u$ of (VHJ), $u \geq 0$, such that

$$
u \in C\left([0, \infty) ; L^{q}\right)
$$

Moreover, $u$ is a classical solution of $(V H J)$ on $\mathbb{R}^{N} \times(0, \infty)$.
Remark 4.1. For the equation $u_{t}-\Delta u+|u|^{p-1} u=0$, it is well-known that a (unique) solution exists for any initial data $u_{0} \in L^{q}$ and any $p, q \geq 1$. This is an easy consequence of the monotonicity of the nonlinear operator $u \mapsto \Delta u-|u|^{p-1} u \equiv A u$ (in the sense that $(A u-A v, u-v) \leq 0$ for smooth $u, v)$. On the contrary, if $u_{0}$ is a Dirac mass $\delta_{0}$, then a solution exists if and only if $p \leq(N+2) / N$ (see [BF]). Thus, in view of Theorem 4.1 and the non-existence result of [BL1] for (VHJ) when $a<0, u_{0}=\delta_{0}$ and $p>(N+1) /(N+1)$ (see also Theorem 4.4 below), we have here a similar situation for positive solutions of (VHJ) with $a<0$. However, $\Delta u-|\nabla u|^{p}$ has no monotonicity property and the proof of existence that we will give now is more involved.

Remark 4.2. The basic idea of the proof is classical. One first constructs a sequence of solutions for regularized initial data (Step 1). In order to pass to the limit in the equation for $t>0$ (Step 2), we next use some estimates from [BL1]. However, a main difficulty is then to recover the correct initial data at $t=0$ in the limiting process. This requires some careful monotonicity arguments (see Step 3). Note that Steps 1 and 2 would work as well for measure initial data (say, $u_{0}=\delta_{0}$ ). But then one would "lose" the initial data in the limiting process (cf. Theorem 4.4).

Proof. Step 1. Construction of approximate solutions.
Let $0 \leq u_{0}^{(k)} \uparrow u_{0}$ be an increasing sequence of nonnegative functions converging a.e. to $u_{0}$, and such that

$$
u_{0}^{(k)} \in L^{\infty} \quad \text { and } \quad \operatorname{supp}\left(u_{0}^{(k)}\right) \subset \subset \mathbb{R}^{N}
$$

In view of Theorem 2.1, the integral equation (1.1), with $u_{0}^{(k)}$ replacing $u_{0}$, has a unique (mild $L^{r}$ ) solution $u^{(k)} \geq 0$, such that

$$
u^{(k)} \in C\left([0, \infty) ; L^{r}\right) \cap C\left((0, \infty) ; W^{1, r}\right) \cap C\left((0, \infty) ; C_{\mathrm{b}}^{2}\right), \quad q_{c}<r<\infty
$$

In the following claim, we list some of the properties of the sequence $u^{(k)}$.
Claim. The sequence $u^{(k)}$ satisfies, for some constant $C>0$ independent of $k$,

$$
\begin{gather*}
0 \leq u^{(k)}(t) \leq e^{t \Delta} u_{0}, \quad t \geq 0  \tag{4.1}\\
u^{(k)}(x, t) \leq C\left\|u_{0}\right\|_{q} t^{-N / 2 q}, \quad x \in \mathbb{R}^{N}, \quad t>0 \tag{4.2}
\end{gather*}
$$

$$
\begin{equation*}
\left|\nabla u^{(k)}(x, t)\right| \leq C t^{-(N+2 q) / 2 p q}, \quad x \in \mathbb{R}^{N}, \quad t>0 \tag{4.3}
\end{equation*}
$$

$$
\begin{equation*}
\left\{u^{(k)}(x, t)\right\}_{k=1}^{\infty} \text { is monotone nondecreasing for each }(x, t) \in \mathbb{R}^{N} \times(0, \infty) \tag{4.4}
\end{equation*}
$$

Proof of Claim. (4.1) follows immediately from $u_{0}^{(k)} \leq u_{0}$, so that in view of (4.1), (4.2) is a consequence of the standard estimate for the heat kernel. Since, in addition, $u^{(k)}(t) \in C_{\mathrm{b}}^{2}$ for $t>0$, we obtain, by Theorem 1 of [BL1] that, for all $t>\varepsilon>0$

$$
\left|\nabla u^{(k)}(x, t)\right| \leq C_{p}(t-\varepsilon)^{-(N+2 q) / 2 p q}, \quad x \in \mathbb{R}^{N}, \quad t>\varepsilon,
$$

where $C_{p}>0$ depends on $p$ only. Letting $\varepsilon \rightarrow 0$, we get (4.3).
The monotonicity follows from the comparison principle (see e.g. [GGK, Theorem 8]). The claim is proved.

Step 2. Convergence of the approximating sequence to a solution for $t>0$.
¿From (4.1)(4.2) and the monotone convergence theorem, it follows that $\left\{u^{(k)}(x, t)\right\}$ converges monotonically on $\mathbb{R}^{N} \times[0, \infty)$ to some function $u(x, t)$, and that the convergence of $u^{(k)}(., t)$ takes place in $L^{q}$ for each fixed $t \geq 0$. Moreover, from (4.1), $u$ satisfies

$$
0 \leq u(t) \leq e^{t \Delta} u_{0}, \quad t \geq 0 .
$$

On the other hand, from (4.3), we see that $u^{(k)}$ satisfies an equation of the form $u_{t}^{(k)}-\Delta u^{(k)}=g_{k}(x, t)$ in $\mathbb{R}^{N} \times(0, \infty)$, where the functions $u^{(k)}$ and $g_{k}$ are bounded independently of $k$ on every strip $\mathbb{R}^{N} \times\left(t_{1}, t_{2}\right), 0<t_{1}<t_{2}<\infty$. Denote as usual by $D$, $D^{2}, \ldots$ any partial derivation operator in space of order $1,2, \ldots$ It follows from interior parabolic regularity theory (see, e.g., [Lie, chapter 7]) that for every $r \in(1, \infty), R>0$ and $0<t_{1}<t_{2}<\infty, \partial_{t} u^{(k)}$ and $D^{2} u^{(k)}$ are bounded in $L^{r}\left(B_{R} \times\left(t_{1}, t_{2}\right)\right)$ independently of $k$. Therefore, $D u^{(k)}$ satisfies

$$
\left(D u^{(k)}\right)_{t}-\Delta\left(D u^{(k)}\right)=h_{k}(x, t) \equiv p \sum_{i} \partial_{i} D u^{(k)} \partial_{i} u^{(k)}\left|\nabla u^{(k)}\right|^{p-2},
$$

where $h_{k}(x, t)$ is bounded in $L^{r}\left(B_{R} \times\left(t_{1}, t_{2}\right)\right)$ independently of $k$. A further application of parabolic regularity yields that $\partial_{t} D u^{(k)}$ is bounded in $L^{r}\left(B_{R} \times\left(t_{1}, t_{2}\right)\right)$. Applying standard imbedding theorems for $r>1$ sufficiently large, we obtain that $u^{(k)}$ and $D u^{(k)}$ are bounded in $C^{\alpha, \alpha / 2}\left(B_{R} \times\left(t_{1}, t_{2}\right)\right)$ for some $\alpha>0$. By Ascoli-Arzela's Theorem and a diagonal procedure, replacing $u^{(k)}$ by a subsequence, it follows that $u^{(k)}$ and $D u^{(k)}$ converge to $u$ and $D u$ respectively, uniformly on compact subsets of $\mathbb{R}^{N} \times(0, \infty)$ and that $u$ is $C^{1}$ in $x$ on $\mathbb{R}^{N} \times(0, \infty)$.

Now, for $x \in \mathbb{R}^{N}$ and $t \geq \varepsilon>0$, we write

$$
u^{(k)}(x, t)=e^{(t-\varepsilon) \Delta} u^{(k)}(\varepsilon)-\int_{\varepsilon}^{t} e^{(t-s) \Delta}\left|\nabla u^{(k)}(s)\right|^{p} d s
$$

Since by (4.3), $\left|\nabla u^{(k)}(x, s)\right|^{p}$ is bounded independently of $k$ on $\mathbb{R}^{N} \times(\varepsilon, t)$, we may pass to the limit via the dominated convergence theorem to obtain

$$
\begin{equation*}
u(x, t)=e^{(t-\varepsilon) \Delta} u(\varepsilon)-\int_{\varepsilon}^{t} e^{(t-s) \Delta}|\nabla u(s)|^{p} d s, \quad x \in \mathbb{R}^{N}, \quad t \geq \varepsilon \tag{4.5}
\end{equation*}
$$

We claim that

$$
\begin{equation*}
u \in C\left((0, \infty) ; L^{q}\right) \tag{4.6}
\end{equation*}
$$

First, since $u^{(k)} \in C\left([0, \infty) ; L^{r}\right), r>q_{c}$, for each $k$, and since $u^{(k)}$ converges to $u$ uniformly on compact subsets of $\mathbb{R}^{N} \times(0, \infty)$, we have that $u \in C\left((0, \infty) ; L^{q}(\{|x| \leq R\})\right)$ for all $R>0$. Next, we observe that for all $0<t, t+h<\infty$,

$$
\begin{aligned}
\|u(t+h)-u(t)\|_{L^{q}(\{|x|>R\})} & \leq\left\|e^{(t+h) \Delta} u_{0}\right\|_{L^{q}(\{|x|>R\})}+\left\|e^{t \Delta} u_{0}\right\|_{L^{q}(\{|x|>R\})} \\
& \leq\left\|e^{(t+h) \Delta} u_{0}-e^{t \Delta} u_{0}\right\|_{\left.L^{q}\left(\mathbb{R}^{N}\right)\right)}+2\left\|e^{t \Delta} u_{0}\right\|_{L^{q}(\{|x|>R\})},
\end{aligned}
$$

and since $u_{0} \in L^{q}$ ), the RHS can be made arbitrily small for $h$ small and $R$ large. The claim (4.6) follows.

Step 3. Identification of the initial value.
It remains to identify the initial value of the constructed solution $u$, or in other words to show that

$$
\lim _{t \rightarrow 0} u(t)=u_{0} \quad \text { in } L^{q} .
$$

Since $\|u(t)\|_{q} \leq\left\|u_{0}\right\|_{q}$ by (4.1), $\{u(t)\}_{t>0}$ is a bounded, hence weakly precompact subset of $L^{q}$ if $1<q<\infty$. If $q=1$, it is a weak star precompact subset of $\mathcal{M}=\mathcal{M}\left(\mathbb{R}^{N}\right)$, the space of bounded Borel measures. If $q>1$, for any sequence $t_{n} \rightarrow 0$, there is a subsequence $t_{n}^{\prime}$ and a function $v_{0} \in L^{q}$ such that

$$
u\left(t_{n}^{\prime}\right) \rightharpoonup v_{0}, \quad \text { weakly in } L^{q} .
$$

(If $q=1$, the convergence in is the weak star sense of $\mathcal{M}$ and $v_{0} \in \mathcal{M}$.)
For each $k \geq 1$, from (4.1) and (4.4), we have

$$
u^{(k)}\left(t_{n}^{\prime}\right) \leq u\left(t_{n}^{\prime}\right) \leq e^{t_{n}^{\prime} \Delta} u_{0}
$$

But on the other hand, $u^{(k)}\left(t_{n}^{\prime}\right) \rightarrow u_{0}^{(k)}$ and $e^{t_{n}^{\prime} \Delta} u_{0} \rightarrow u_{0}$ in $L^{q}$ as $n \rightarrow \infty$. It follows that for all $k \geq 1$,

$$
u_{0}^{(k)} \leq v_{0} \leq u_{0}
$$

(the inequality being understood in the sense of measures if $q=1$ ). Letting $k \rightarrow \infty$, we conclude that

$$
v_{0}=u_{0} .
$$

Since every sequence $u\left(t_{n}\right)$ with $t_{n} \rightarrow 0$ has a subsequence converging (weakly in $L^{q}$ or weak star in $\mathcal{M}$ ) to the same limit $u_{0}$, this means that in fact

$$
\begin{equation*}
u(t) \rightharpoonup u_{0}, \quad \text { as } t \rightarrow 0 \tag{4.7}
\end{equation*}
$$

As a consequence of (4.1)(4.7), note that
(4.8) $0 \leq e^{t \Delta} u_{0}-u(t) \rightharpoonup 0 \quad$ weakly in $L^{q}(q>1)$ or weak star in $\mathcal{M}(q=1)$, as $t \rightarrow 0$.

We now proceed to show that the convergence in (4.7) is actually in the norm sense of $L^{q}$.

For each $K \subset \subset \mathbb{R}^{N}$, fix some continuous function $\varphi$ with compact support, such that $0 \leq \varphi \leq 1$ and $\varphi=1$ on $K$. Formula (4.8) implies that

$$
\left\|e^{t \Delta} u_{0}-u(t)\right\|_{L^{1}(K)} \leq \int_{\mathbb{R}^{N}}\left(e^{t \Delta} u_{0}-u(t)\right) \varphi d x \rightarrow 0, \quad \text { as } t \rightarrow 0
$$

In other words, $e^{t \Delta} u_{0}-u(t) \rightarrow 0$ in $L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{N}\right)$, hence $u(t) \rightarrow u_{0}$ in $L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{N}\right)$, as $t \rightarrow 0$. By diagonal procedure, it follows that for each sequence $t_{n} \rightarrow 0$, there exists a subsequence $t_{n}^{\prime}$ such that $u\left(t_{n}^{\prime}\right) \rightarrow u_{0}$ a.e. in $\mathbb{R}^{N}$. But since $0 \leq u\left(t_{n}^{\prime}\right) \leq e^{t_{n}^{\prime} \Delta} u_{0}$ and $e^{t_{n}^{\prime} \Delta} u_{0} \rightarrow u_{0}$ in $L^{q}$, the dominated convergence theorem implies that

$$
u\left(t_{n}^{\prime}\right) \rightarrow u_{0} \quad \text { in } L^{q}
$$

Since there is no other limit, this means that

$$
u(t) \rightarrow u_{0} \quad \text { in } L^{q}, \text { as } t \rightarrow 0
$$

Finally, by letting $\varepsilon \rightarrow 0$ in (4.5), we obtain, by the monotone convergence theorem, that

$$
u(x, t)=e^{t \Delta} u_{0}-\int_{0}^{t} e^{(t-s) \Delta}|\nabla u(s)|^{p} d s, \quad x \in \mathbb{R}^{N}, \quad t \geq 0
$$

The proof is complete.

### 4.2. Existence-uniqueness in all $L_{+}^{q}$ spaces for $p=2$

Theorem 4.2. Let $a<0, p=2$ and $1 \leq q<\infty$. Given $u_{0} \in L^{q}, u_{0} \geq 0$, there exists a classical solution $u$ of (VHJ), $u \geq 0$, such that

$$
\begin{equation*}
u \in C\left([0, \infty) ; L^{q}\right), \quad u(0)=u_{0} \tag{4.9}
\end{equation*}
$$

Moreover, for all $T>0$, $u$ is the unique function such that $u \in C^{2,1}\left(Q_{T}\right), u \geq 0, u$ satisfies $(V H J)_{1}$ in $Q_{T}$ and $u \in C\left([0, \infty) ; L^{q}\right)$ with $u(0)=u_{0}$.

Proof. (i) Existence. Assume $a=-1$ without loss of generality and put $v_{0}=1-e^{-u_{0}}$. Since $0 \leq 1-e^{-s} \leq s$ for $s \geq 0$, it follows that $0 \leq v_{0} \in L^{q}$. Next define $v(t)=e^{t \Delta} v_{0}$. Clearly, $v \in C\left([0, \infty) ; L^{q}\right) \cap C^{\infty}(Q)$, where $Q=\mathbb{R}^{N} \times(0, \infty)$. Since $u_{0} \in L^{q}$, then $v_{0}=1-e^{-u_{0}}<1$ a.e., so that $v<1$ in $Q$.

Now define $u=-\log (1-v) \geq 0$. Since $v(t)=e^{t \Delta} v_{0}$, it is well-known that $v(t), \partial_{i} v(t), \partial_{i j} v(t) \in C_{0}\left(\mathbb{R}^{N}\right)$ for each $\bar{t}>0(i, j=1, \ldots, N)$. In particular, it follows that $u(t) \in C_{0}\left(\mathbb{R}^{N}\right)$ for each $t>0$. Moreover, since $v=1-e^{-u}$, we have $\partial_{i} u(t)=e^{u} \partial_{i} v \in C_{0}$ and $\partial_{i j} u(t)=e^{u}\left(\partial_{i j} v+e^{u} \partial_{i} v \partial_{j} v\right) \in C_{0}$, so that in particular

$$
u(t) \in C_{\mathrm{b}}^{2}, \quad t>0
$$

A straightforward calculation shows that

$$
u_{t}=\Delta u-|\nabla u|^{2}, \quad(x, t) \in Q .
$$

It remains to verify (4.9). Noting that $e^{-u(t)}=e^{t \Delta} e^{-u_{0}}$ and that $s \mapsto e^{-s}$ is convex, Jensen's inequality entails that $e^{-u(t)} \geq \exp \left(-e^{t \Delta} u_{0}\right)$ hence,

$$
\begin{equation*}
0 \leq u(t) \leq e^{t \Delta} u_{0}, \quad t \geq 0 . \tag{4.10}
\end{equation*}
$$

Fix $t_{0} \geq 0$. Since $v(t) \rightarrow v\left(t_{0}\right)$ in $L^{q}$ as $t \rightarrow t_{0}$, for each sequence $t_{n} \rightarrow t_{0}$, there is a subsequence $t_{n}^{\prime}$ such that $v\left(t_{n}^{\prime}\right) \rightarrow v\left(t_{0}\right)$ a.e., hence $u\left(t_{n}^{\prime}\right) \rightarrow u\left(t_{0}\right)$ a.e. In view of (4.10), and since $e^{t \Delta} u_{0} \rightarrow e^{t_{0} \Delta} u_{0}$ in $L^{q}$ as $t \rightarrow t_{0}$, it follows from Lebesgue's dominated convergence theorem that $u\left(t_{n}^{\prime}\right) \rightarrow u\left(t_{0}\right)$ in $L^{q}$. This implies (4.9).
(ii) Uniqueness. Let $u$ be a solution with the stated properties, and let $v:=1-e^{-u}$. Then $v$ satisfies

$$
\begin{equation*}
v_{t}=\Delta v, \quad(x, t) \in Q . \tag{4.11}
\end{equation*}
$$

We claim that

$$
\begin{equation*}
v \in C\left([0, \infty) ; L^{q}\right), \quad v(0)=v_{0}:=1-e^{-u_{0}} \in L^{q} . \tag{4.12}
\end{equation*}
$$

For $0 \leq t, t+h<T$, we note that

$$
v(t+h)-v(t)=e^{-u(t)}\left(1-e^{-(u(t+h)-u(t))}\right)
$$

and

$$
v(t+h)-v(t)=-e^{-u(t+h)}\left(1-e^{-(u(t)-u(t+h))}\right) .
$$

Since $1-e^{-s} \leq s, s \in \mathbb{R}$, it follows that

$$
\left.-e^{-u(t+h)}(u(t)-u(t+h)) \leq v(t+h)\right)-v(t) \leq e^{-u(t)}(u(t+h)-u(t))
$$

Using $u \geq 0$, we get

$$
\mid v(t+h))-v(t)|\leq|u(t+h)-u(t)| .
$$

By (4.9), this proves the claim (4.12). Now, it is well-known that (4.11)(4.12) has a unique solution, namely $v(t)=e^{t \Delta} v_{0}$. The uniqueness of $u$ follows.

### 4.3. Existence in all classes $L_{+, \text {approx }}^{q}$ for $p>2$

Theorems 4.1 and 4.2 yield the existence of (at least) a positive solution of (VHJ) for $a<0$ when $p \leq 2$ and $0 \leq u_{0} \in L^{q}, q \geq 1$. Define $L_{+, \text {approx }}^{q}$ to be the space of those functions $0 \leq u_{0} \in L^{q}$ which can be approximated pointwise by a monotonically nondecreasing sequence of nonnegative continuous functions. For $p>2$, we then have the following partial extension of Theorem 4.1.

Theorem 4.3. Let $a<0, p>2$ and $1 \leq q<\infty$. Given $u_{0} \in L_{+, \text {approx }}^{q}$, there exists a (pointwise mild) solution $u$ of (VHJ), $u \geq 0$, such that

$$
u \in C\left([0, \infty) ; L^{q}\right)
$$

Furthermore, the solution is classical for $t>0$, satisfying the regularity property

$$
u \in C\left((0, \infty) ; C_{\mathrm{b}}^{2}\right)
$$

Proof. Let $u_{0}^{(k)}$ be a nondecreasing sequence of nonnegative continuous functions which converge pointwise to $u_{0}$. By a truncation procedure we can assume each $u_{0}^{(k)}$ to be compactly suupported. By [GGK, Theorems 2 and 7], since $u_{0}^{(k)} \in C_{\mathrm{b}}$, there exists a unique classical solution of (VHJ) with initial data $u_{0}^{(k)}$. The rest of the proof then follows along the lines of the proof of Theorem 4.1.

Remark 4.3. The space $L_{+, \text {approx }}^{q}$ contains in particular all the functions $\phi \in L^{q}, \phi \geq$ 0 , which are radially symmetric and radially nonincreasing (with a possible singularity at 0 ).
4.4. Nonexistence for $p$-atomic measures, $p_{0}<p<2$

Let $N \geq 2, p_{0}=\frac{N+2}{N+1}<p<N$ and $p^{*}=\frac{N p}{N-p}$. Let $\mu \geq 0$ be a Borel measure on $\mathbb{R}^{N}$.

Definition 4.1. We say that $\mu$ is $p$-atomic if there exist constants $C>0,0<\delta<1$, such that the following is satisfied: for every $0<t<1$ there exist sequences $\left\{x_{k}\right\}_{k=1}^{\infty} \subset \mathbb{R}^{N}$, $\left\{r_{k}\right\}_{k=1}^{\infty} \subset(0, \infty)$, such that

$$
\begin{equation*}
\operatorname{supp}(\mu) \subset \bigcup_{k=1}^{\infty} B\left(x_{k}, r_{k}\right) \quad(B(y, r)=\{x ;|x-y|<r\}) \tag{i}
\end{equation*}
$$

(ii)

$$
\sum_{k=1}^{\infty} r_{k}^{N\left(1-\left(1 / p^{*}\right)\right)} \leq C t^{1 / p}
$$

(iii)

$$
\sum_{k=1}^{\infty} \mu\left(B\left(x_{k}, r_{k}\right)\right) e^{-(1-\delta) r_{k} t^{-1 / 2}} \rightarrow 0, \text { as } t \rightarrow 0
$$

Note that any atomic measure (i.e., supported on countably many points $x_{1}, x_{2}, \ldots$ ) is $p$-atomic for $p>p_{0}$. Indeed one just takes $r_{k}=2^{-k} t^{1 /(p+N(p-1))}$.
Theorem 4.4. Let $a<0, N \geq 2, p_{0}=\frac{N+2}{N+1}<p<N$, and $\mu \geq 0, \mu \not \equiv 0$, be a $p$-atomic measure. Then there is no local pointwise mild nonnegative solution of (VHJ) such that

$$
\begin{equation*}
u(., t) \rightarrow \mu \quad \text { weak star in } \mathcal{M} \text { as } t \rightarrow 0 \tag{4.13}
\end{equation*}
$$

Proof. Assume that there exists such a solution $u$. First, by the argument of proof of Proposition 1.1, we have

$$
|\nabla u|^{p} \in L^{1}\left((0, T) ; L^{1}\right) .
$$

Therefore, for a given $\varepsilon>0$, there exists a sequence $t_{j} \downarrow 0$ such that

$$
\int\left|\nabla u\left(x, t_{j}\right)\right|^{p} d x \leq \varepsilon t_{j}^{-1}
$$

which implies, by the Sobolev inequality,

$$
\begin{equation*}
\int u\left(x, t_{j}\right)^{p^{*}} d x \leq\left(C \varepsilon t_{j}^{-1}\right)^{p^{*} / p} \tag{4.14}
\end{equation*}
$$

Observe that $u \leq \tilde{u}$ where $\tilde{u}(t)=e^{t \Delta} \mu$. Now, for any $t_{j}$, let $\left\{x_{j, k}\right\}_{k=1}^{\infty},\left\{r_{j, k}\right\}_{k=1}^{\infty}$ be sequences guaranteed by the fact that $\mu$ is $p$-atomic. Apply (4.14) and Hölder's inequality to get,

$$
\begin{equation*}
\int_{\left|x-x_{j, k}\right| \leq 2 r_{j, k}} u\left(x, t_{j}\right) d x \leq\left(C \varepsilon t_{j}^{-1}\right)^{1 / p}\left(\omega_{N} 2^{N} r_{j, k}^{N}\right)^{1-\left(1 / p^{*}\right)} \tag{4.15}
\end{equation*}
$$

Now denote $K_{j}=\cup_{k=1}^{\infty} B\left(x_{j, k}, 2 r_{j, k}\right)$. Summing in (4.15) over $k=1,2, \ldots$ and using (ii), we have

$$
\begin{equation*}
\int_{K_{j}} u\left(x, t_{j}\right) d x \leq C \varepsilon^{1 / p} \tag{4.16}
\end{equation*}
$$

Consider the estimate for $u$ over $\mathbb{R}^{N} \backslash K_{j}$. Since $0 \leq u \leq \tilde{u}$, it suffices to estimate $\tilde{u}$. Recall that $\operatorname{supp}(\mu) \subset \cup_{k=1}^{\infty} B\left(x_{j, k}, r_{j, k}\right)$ so that if $x \in \mathbb{R}^{N} \backslash K_{j}$,

$$
\tilde{u}\left(x, t_{j}\right) \leq \sum_{k=1}^{\infty} \int_{B\left(x_{j, k}, r_{j, k}\right)} G\left(x-y, t_{j}\right) d \mu(y),
$$

with $G(z, t)=(4 \pi t)^{-N / 2} e^{-z^{2} / 4 t}$, and where $|x-y| \geq r_{j, k}$. We obtain

$$
\begin{aligned}
\int_{\mathbb{R}^{N} \backslash K_{j}} \tilde{u}\left(x, t_{j}\right) d x & \leq \sum_{k=1}^{\infty} \mu\left(B\left(x_{j, k}, r_{j, k}\right)\right) \int_{|z| \geq r_{j, k}} G\left(z, t_{j}\right) d z \\
& =C \sum_{k=1}^{\infty} \mu\left(B\left(x_{j, k}, r_{j, k}\right)\right) \int_{|\xi| \geq r_{j, k} t_{j}^{-1 / 2}} e^{-|\xi|^{2}} d \xi .
\end{aligned}
$$

Clearly,

$$
\int_{|\xi| \geq r_{j, k} t_{j}^{-1 / 2}} e^{-|\xi|^{2}} d \xi \leq C_{\delta, N} e^{-(1-\delta) r_{j, k} t_{j}^{-1 / 2}}
$$

so that, in view of (iii), we get

$$
\lim _{j \rightarrow \infty} \int_{\mathbb{R}^{N} \backslash K_{j}} \tilde{u}\left(x, t_{j}\right) d x=0 .
$$

Combining (4.16) and (4.13), we have finally, for all $\varphi \in C_{0}\left(\mathbb{R}^{N}\right)$,

$$
\mu(\varphi)=\lim _{t \rightarrow 0} \int_{\mathbb{R}^{N}} u(x, t) \varphi(x) d x=0
$$

hence $\mu \equiv 0$. The theorem is proved.
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