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Dedicated to the memory of Sergey Godunov

Abstract: This paper focuses on a rigorous treatment of consistency
of high order numerical �uxes in dealing with nonlinear hyperbolic
conservation laws. It demonstrates how a clear understanding of
consistency leads to stability and convergence . The classical paper
[18] by S. K. Godunov had a revolutionary e�ect on the �eld of
numerical simulations of compressible �uid �ows. Its novelty was
the suggestion to use local analytic solutions in the construction of
numerical �uxes. The seminal paper of van Leer [32] has inaugurated
the period of universal interest in high-resolution extensions of
Godunov's scheme. The fundamental step consists of modifying the
(locally) self-similar solution to the Riemann Problem (at discontinu-
ities) by allowing piecewise polynomial (rather than piecewise con-
stant) initial data. The GRP (Generalized Riemann Problem) analy-
sis [2] provided analytical solutions (for piecewise linear data) that
could be readily implemented in a high-resolution robust code.
The �rst signi�cant observation made here is that under very
mild conditions the associated �uxes are Lipschitz continuous with
respect to the spatial coordinates.It entails the result that a weak
solution is indeed a solution to the corresponding balance law
(obtained by a formal application of the Gauss-Green formula),
thus closing the gap between the mathematical notion of a �weak
solution� and the formalism of �balance law� (integral formulation)
favored by �uid dynamicists. Since high-resolution schemes require
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the computation of several quantities per mesh cell (e.g., slopes),
the notion of ��ux consistency� must be extended to this framework.
Mathematically, it is the adaption of the Lax-Wendro� methodology
in the setting of discontinuous solutions. A combination of the
appropriate consistency hypothesis and stability of the scheme
leads to a convergence theorem, generalizing the classical convergence
theorem of Lax and Wendro� [20].

Keywords: balance laws, hyperbolic conservation laws, �nite volume
approximations, �ux regularity, consistency, high order resolution,
convergence.

1 Introduction

The seminal paper [18] by S. K. Godunov had a revolutionary e�ect
on the �eld of numerical simulations of compressible �uid �ows. However
the initial evolution of this e�ect was quite slow, when compared to other
parallel advances related to the numerical simulations of �uid �ows (e.g.,
vortex methods or �nite elements). Eight years after Godunov's publication,
the classical book of R.D. Richtmyer and K.W. Morton characterized his
paper as follows [25, Section 12.15]:

�In 1959, Godunov described an ingenious method for one-dimensional
problems with shocks.� Yet, later on in the same section, they add the
comment: �The method appears to have been extensively used in the Soviet
Union.�

The principles underlying the Godunov approach can be described as
follows.

PRINCIPLES OF THE GODUNOV APPROACH

•Determining consistent numerical �uxes based on a local solution

of the exact system.

•Invoking upwinding in computing the �uxes,

i.e. selecting a unique local entropy solution.

•Updating the numerical solution via a discretized

balance law, rather than a �nite di�erence scheme.

The next landmark was the paper of van Leer [32]. He introduced the
MUSCL scheme (see also [8, 9, 33]) and inaugurated the period of universal
interest in high-resolution extensions of Godunov's scheme. When dealing
with generalizations of the Godunov scheme, the obvious �rst step to take
is to modify the (locally) self-similar solution to the Riemann Problem (at
discontinuities) by allowing piecewise polynomial (rather than piecewise con-
stant) initial data.
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We focus here on a close inspection of the consistency of numerical �uxes
and their role in securing a �Godunov-type� high-resolution approximate
solution. The �common wisdom� is that the Godunov scheme is ��rst order�
while the MUSCL scheme is �second order�. In fact, our claim here (see
Proposition 3 below) is that the Godunov scheme is �rst order only when
applied to smooth data. Otherwise, it is either of �in�nite order� (when used
for piecewise-constant data) or �zero order� (when used for piecewise-linear
data). For the MUSCL (or GRP) scheme we conclude that they are second-
order only when applied to smooth data (see Proposition 4 below), while
for general data they are only �rst order.

The concept of consistency of numerical �uxes is studied in the framework
of piecewise polynomial approximations (see Section 4). A fundamental fact
is that the (spacetime) �uxes associated with any weak solution are Lipschitz
continuous (see Section 2). They serve therefore as natural candidates for
approximation. More explicitly, it is clear that a discontinuous function is
less amenable to be reasonably approximated by regular functions. Thus,
the �ux associated with the exact solution is naturally approximated by an
analytical evaluation of a �ux associated with initial piecewise polynomial
data. This is the basis of the GRP (Generalized Riemann Problem) method,
as a direct analytical extension of the Godunov �ux.

To complete the picture we brie�y review in Section 6 how the systematic
treatment of consistency, combined with appropriate stability hypothesis,
leads to a �generalized Lax-Wendro�� [20] convergence theorem.

We mention that a plethora of other schemes have been proposed with
the aim of obtaining approximate (less expensive in computational power)
solutions to the GRP, while attempting to preserve the high resolution
feature. We refer to [34, 1] for comprehensive reviews of such schemes.

2 Fluxes � the heart of the matter

Hyperbolic conservation laws are often written in the divergence form of
partial di�erential equations,

ut +∇x · f(u) = 0, (1)

where t is the time of variable, ∇x· is the divergence operator in terms of
space variable x = (x1, · · · , xm), u = (u1, · · · , uD)⊤ ∈ RD is the vector of
conserved quantities and f(u) is the matrix of �uxes

f(u) = (f1(u), · · · , fD(u)) ∈ Rm × RD, (2)

and each fi(u) is an m-vector. We only assume that the �ux f(u) is locally
bounded as the function of u.

Since classical solutions of (1) in general break down and discontinuities
appear in the solutions even when subject to very smooth initial data

u(x, 0) = u0(x), (3)
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we resort to the notion of a weak solution of (1) and (3), namely, the solution
is de�ned in distributional sense:

De�nition 1 (Weak solutions). Let u ∈ L∞ ∩ L1(Rm; [0, T )). It is a weak
solution of (1) and (3) if it satis�es∫ T

0

∫
ℜm

[uϕt + f(u) · ∇xϕ(x, t)]dxdt+

∫
Rm

u0(x)ϕ(x, 0)dx = 0, (4)

for all smooth test functions ϕ ∈ C∞(Rm× [0, T )). Note that ϕ is a D-vector.

Alternatively, following the physical point-of-view, one has two approaches
to integral balance laws in making sense for a solution of (1). We proceed to
present these approaches.

Let Ω ⊆ Rm be a bounded domain, Γ = ∂Ω, and 0 ≤ t1 < t < t2 < T . Let
ν be the outward unit normal. We formally apply the Gauss-Green theorem
and carry out the integration of (1) in space to have:

De�nition 2 (Instant Integral balance law). Let the function
u ∈ L∞((0, T );L∞(Rm))∩L∞([0, T );L1(Rm)). Assume that for every bounded
domain Ω ⊆ Rm,

(i) For every t ∈ [0, T ), the total mass M(Ω, t) =
∫
Ω u(x, t)dx over Ω is

well de�ned and continuously di�erentiable function of t.
(ii) The time dependent function

h(Γ; t) :=

∫
Γ
f(u) · νdSx, Γ = ∂Ω, (5)

( dSx is surface Lebesgue measure) is well-de�ned and continuous in
time t. Note that h is a D-vector.

Then if u(x, t) satis�es the equation

d

dt

∫
Ω
u(x, t)dx = −

∫
Γ
f(u) · νdSx, t ∈ (0, T ) (6)

we say that u(x, t) satis�es the instant balance law of (1).

Remark 1. In the context of theoretical continuum mechanics the quantity∫
A f(u) · νdSx across a section A ⊆ Γ is called the Cauchy �ux (across A)
and f(u) · ν is its density.

We can go further and integrate (6) (formally) over any time interval
[t1, t2], obtaining the following spacetime integral balance law.

De�nition 3 (Spacetime integral balance laws). Let the function
u ∈ L∞((0, T );L∞(Rm)) ∩ L∞([0, T );L1(Rm)). Then∫

Ω
u(x, t2)dx−

∫
Ω
u(x, t1)dx = −

∫ t2

t1

∫
Γ
f(u) · νdSxdt, 0 ≤ t1 < t2 < T,

(7)
is called the spacetime balance law of (1) if Equation (7) holds, subject to
the following conditions.
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(1) M(Ω, t) (see (i) in De�nition 2) is continuous in t.
(2) The spacetime �ux across the boundary Γ over time interval [t1, t2],

h(Γ; t1, t2) :=

∫ t2

t1

∫
Γ
f(u) · νdSxdt (8)

is well-de�ned and continuous with respect to suitable perturbations
of the boundary Γ.

Remark 2. In analogy to the Cauchy �ux, we call

H(A; t1, t2) =

∫ t2

t1

∫
A
f(u) · νdSxdt, A ⊆ Γ, (9)

the spacetime �ux through the boundary section A.

The validity of the conditions in De�nitions 2 and 3, especially in what
concerns the �uxes (5) and (8) is far from obvious. Note that the solution
of (1) is typically discontinuous and f(u) is nonlinear so that the traces of
�uxes need to be attended. Recall the following comment concerning this
issue: �the drawback of this, functional analytic, demonstration is that it
does not provide any clues on how the qD may be computed from A"[13,
Section 1.3], where qD refers to the �ux density, and A is the Cauchy �ux.
We refer to [10, 19, 27] for detailed studies of this issue.

In the next section we deal with the continuity of the spacetime �ux
with respect to space perturbation and, as a consequence, the validity of the
spacetime integral balance law (7) for a weak solution.

3 Regularity of �uxes admits integral balance laws

In this section we follow [7] in establishing (7) for weak solutions in the
multidimensional case. In the case of one spatial coordinate this result was
obtained in [6]. We start from Γ0 = Γ and construct a tubular neighborhood
[29] with the following properties. For some small 0 < δ < 1 there exists a
family of expanding smooth bounded domains {Ωµ ⊆ ℜm, µ ∈ (−δ, 1 − δ)
so that their respective boundaries {Γµ, µ ∈ (−δ, 1 − δ)} form a foliation
of a tubular neighborhood of Γ0. The coordinate µ is normal to Γµ so that
∂
∂µ = νx is the unit normal. Denote by dSµ the Labesgue surface measure

on Γµ, µ ∈ (−δ, 1− δ).

Theorem 1. Let u ∈ L∞
loc(ℜm×(0, T ))∩L1

loc(ℜm× [0, T )) be a weak solution
of (1) in the sense of De�nition 1. Suppose that For every t ∈ [0, T ), and
every bounded domain Ω ⊆ ℜm, the total mass M(Ω, t) =

∫
Ω u(x, t)dx over

Ω is well de�ned and is a continuous function of t.
Then we have

(i) For every t ∈ [t1, t2], the function g(x; t1, t2) =
∫ t2
t1

f(u(x, t))dt satis�es

∇x · g(x; t1, t2) ∈ L∞
loc(Rm). (10)
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(ii) For every smooth domain and the geometric construction {Ωµ} the
trace function de�ned by

h(µ; t1, t2) =

∫ t2

t1

[∫
Γµ

f(u) · νµdSµ

]
dt, µ ∈ (−δ, 1− δ) (11)

is Lipschitz continuous with respect to µ.

Furthermore, Eq. (7) holds for every 0 ≤ t1 < t2 ≤ T .

Since a considerable part of the theoretical and numerical studies are still
carried out in the one-dimensional case (m = 1), it is useful to state the form
of the theorem in this case.

Theorem 2. Let u(x, t) ∈ L∞
loc(R × (0, T )) ∩ L1

loc(R × [0, T )) be the weak
solution to one-dimensional conservation laws

ut + f(u)x = 0, x ∈ R, t > 0. (12)

Suppose that For every t ∈ [0, T ), and every interval Ω = [x1, x2] ⊆ R, the
total mass M(Ω, t) =

∫
Ω u(x, t)dx over Ω is well de�ned and is a continuous

function of t. Then we have:

(i) For every �xed [t1, t2], the spacetime �ux g(x) =
∫ t2
t1

f(u(x, t))dt is
locally Lipschitz continuous in x ∈ ℜ.

(ii) the spacetime integral balance law holds over a spacetime domain Q =
[x1, x2]× [t1, t2] :∫ x2

x1

u(x, t2)dx−
∫ x2

x1

u(x, t1)dx =

∫ t2

t1

f(u(x1, t))dt−
∫ t2

t1

f(u(x2, t))dt.

(13)

The proof can be found in [7] for Theorem 1 and in [6] for Theorem
2, relying on Sobolev estimates in W 1,p to get Lipschitz continuity. This
regularity property of spacetime �uxes is in sharp contrast to that of the
Cauchy �ux [27, 10] since the discontinuity of the solution does not allow a
straightforward de�nition of the trace of f(u) on A ⊆ Γ.

4 Discretized �uxes and their consistency

In view of Theorems 1 and 2 the spacetime �ux (8) is indeed continuous,
while the instantaneous Cauchy �ux (5), which is formally the time derivative
of the spacetime �ux is in general not well de�ned. We conclude that the
spacetime �ux should be used for the approximation, implying that the resulting
�nite volume scheme is fully discrete. In what follows we restrict to the 1-D
case.

4.1. 1D �nite volume schemes. The integral balance law (7) is at the
basis of the �nite volume approximation to the conservation law (1). We
�rst discuss the discretization in the one-dimensional setting, using a uniform
grid. Let τ = ∆t be a �xed time step. The spatial control volumes (intervals)
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are Ij = (xj− 1
2
, xj+ 1

2
), j ∈ N, ∆x = xj+ 1

2
− xj− 1

2
, and the spacetime control

volumes are
Qn

j = Ij × (tn, tn+1), tn+1 = tn + τ. (14)

We denote by U the functional space of solutions of (12) and by V k ⊆ U a
�nite dimensional subspace of order k when restricted to each Ij . In order to
de�ne the �nite volume approximation, we need �rst to de�ne approximate
�uxes. We assume that there is a unique �entropy� solution, denoted by
u(x, t; ξ) = S(t)ξ ∈ U , 0 < t < τ , subject to the initial data ξ ∈ V k. Due to
the semigroup property of solutions to (12), we can focus our discussion on
the interval [0, τ).

De�nition 4 (1-D Approximate �ux). Let {Fξ

j+ 1
2

(t), 0 ≤ t < τ}∞j=−∞ be a

family of D-dimensional functions of t. They are approximate �uxes (in
the time interval [0, τ)) corresponding to the initial function ξ ∈ V k, if the
following �nite propagation property is satis�ed for all j ∈ N.

(i) Fξ

j+ 1
2

(t), 0 ≤ t < τ, depends only on the restriction of ξ to Ij∪Ij+1.

(ii) If ξ ≡ c = const. in Ij ∪ Ij+1 then Fξ

j+ 1
2

(t) ≡ f(c).

Next we de�ne the consistency of the approximate �uxes.

De�nition 5 (Consistency in 1D). The approximate �ux Fξ

j+ 1
2

(t) is consistent

of order q > 0 with the balance law (13) if there holds, for any ξ ∈ V k,[∫ τ
0 Fξ

j+ 1
2

(t)dt−
∫ τ
0 Fξ

j− 1
2

(t)dt

]
−

[∫ τ
0 f(u)(xj+ 1

2
, t; ξ)dt−

∫ τ
0 f(u)(xj− 1

2
, t; ξ)dt

]
= O(τ2+q).

(15)

Remark 3. Observe that the order of consistency strongly depends on the
order of the approximating subspace V k. This is clearly demonstrated in the
case of the fundamental Godunov �ux below.

The �nite volume approximation to (13) is now presented in terms of the
approximate �uxes.

De�nition 6 (1D Finite Volume Approximation).

(i) Let {Fξ

j+ 1
2

(t); 0 < t < τ} be approximate �uxes consistent with (13)

of order q > 0 in the sense of De�nition 5.

(ii) Let S̃(τ) : V k → U be an approximate evolution operator associated
with the approximate �uxes such that∫
Ij

S̃(τ)ξdx−
∫
Ij

ξdx+

∫ τ

0
Fξ

j+ 1
2

(t)dt−
∫ τ

0
Fξ

j− 1
2

(t)dt = 0, (16)

for j ∈ N.
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(iii) There exists a projection map P k : U → V k such that the average is
preserved ∫

Ij

P kξ(x)dx =

∫
Ij

ξ(x)dx, j ∈ N. (17)

Then a family of maps {Φk : V k → V k} is �nite volume scheme for
the conservation law (12) if

Φk = P kS̃(τ). (18)

Thus given initial data u(x, 0) = u0(x) ∈ U to (12), we construct the
sequence of �nite volume approximate solutions by taking �rst u0(x) =
P ku0(x) and then proceed for n = 0, 1, 2 · · · , by

un+1(x) = Φkun(x). (19)

4.2. Consistency of �uxes: Godunov and beyond. It is clear that
the error of a �nite volume approximation comes from two parts: the �ux
approximation and the projection. The literature concerning the projection
error (i,e. slope-limiters) is quite extensive. Here we concentrate on the �ux
approximation, which strongly depends on the space of approximation.

Godunov �ux. We �rst assume that the initial data ξ(x) ∈ V 0 is piecewise
constant

u0(x) = ξ(x) = u0
j , x ∈ Ij . (20)

Then (assuming a CFL condition) the solution u(xj+ 1
2
, t; ξ) is constant for

0 < t < τ and can be obtained by solving the local Riemann problem. The
value is denoted by uj+ 1

2
:= R(0;u0

j ,u
0
j+1). The Godunov �ux is de�ned as

[18]

Fξ,G

j+ 1
2

(t) = f(uj+ 1
2
). (21)

Hence, if ξ ∈ V 0, the Godunov �ux fully agrees with the exact �ux for the
piecewise constant initial data (20) and no error exists. Formally, it means
that the order of consistency of the Godunov �ux is q = ∞!

In general, as ξ(x) ∈ V k, the Godunov �ux uses the leading term for the
approximation. To be more precise, the solution u(xj+ 1

2
, t; ξ) is no longer

constant for 0 < t < τ and the solution u(x, t; ξ) along x = xj+ 1
2
can be

expanded as

u(xj+ 1
2
, t; ξ) = u(xj+ 1

2
, 0+; ξ) + t · ∂u

∂t
(xj+ 1

2
, 0+; ξ) +O(t2), (22)

and

f(u(xj+1
2
, t; ξ)) = f(u(xj+1

2
,0+; ξ))+f ′(u(xj+1

2
,0+; ξ))

∂u

∂t
(xj+1

2
,0+; ξ)t+O(t2).

(23)
The Godunov �ux uses the leading term of the expansion (23),

Fξ,G

j+ 1
2

(t) = f(uj+ 1
2
), uj+ 1

2
= u(xj+ 1

2
, 0+; ξ). (24)
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Then we have∫ τ

0
Fξ,G

j+ 1
2

(t)dt−
∫ τ

0
f(u(xj+ 1

2
, t; ξ))dt =

τ2

2
f ′(uj+ 1

2
)
∂u

∂t
(xj+ 1

2
, 0+; ξ)+O(τ3).

(25)
Taking the di�erence of the two boundary values∫ τ

0 Fξ,G

j+ 1
2

(t)dt−
∫ τ
0 Fξ,G

j− 1
2

(t)dt−
[∫ τ

0 f(u(xj+ 1
2
, t; ξ))dt−

∫ τ
0 f(u(xj− 1

2
, t; ξ))dt

]
=

[
f ′(uj+ 1

2
)∂u∂t (xj+ 1

2
, 0+; ξ)− f ′(uj− 1

2
)∂u∂t (xj− 1

2
, 0+; ξ)

]
τ2

2 +O(τ3).

(26)
If the solution u(x, t; ξ) is smooth the di�erence in the right-hand side of
(26) contributes (via the CFL condition) another factor of τ. Otherwise, the
error is O(τ2). We therefore arrive at the following conclusion.

Proposition 3 (Godunov Flux). Assume that ξ(x) ∈ V k, k ≥ 1. Then the
Godunov scheme has �rst order accuracy for smooth solutions but just zero
order if the solution contains discontinuities.

First order �ux approximation. In practice, for the given initial data
ξ(x) ∈ V k, there is an alternative way of de�ning �rst order �ux approximations
[17],

Fj+ 1
2
(t) =

1

2
(f(u−) + f(u+))−

α

2λ
(u+ − u−), u± := ξ(xj+ 1

2
±), (27)

for some α > 0, λ = τ/∆x. If we try to obtain its order of consistency as in
De�nition 5 we get[ ∫ τ

0
Fj+ 1

2
(t)dt−

∫ τ

0
Fj− 1

2
(t)dt

]
−
[ ∫ τ

0
f(u(xj+ 1

2
, t; ξ))dt−

∫ τ

0
f(u(xj− 1

2
, t; ξ))dt

]
= O(|u+ − u−|)τ.

(28)

Thus the error is estimated in terms of the total variation TV (u). This is
true even for ξ(x) ∈ V 0. In general it cannot be converted to estimates in
terms of τ due to discontinuities. Furthermore, while for scalar conservation
laws the total variation is not increasing [13], this is not true for hyperbolic
systems, where solutions involve very complex wave interactions. We conclude
that for such approximate �uxes the order of consistency (even the notion
of consistency) cannot be addressed in our framework.

High order �ux approximations As discussed above, in order to achieve
high order accuracy, we have to adopt high order �ux approximation Fj+ 1

2
(t).

It is precisely here that we can use the Lipschitz continuity of

�uxes as expressed in Theorem 2 . Indeed, the theorem guarantees that the
di�erence ∫ τ

0
f(u(xj+ 1

2
, t; ξ))dt−

∫ τ

0
f(u(xj− 1

2
, t; ξ))dt
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provides (using the CFL condition) a factor O(τ). In view of De�nition 5
this means that we can focus on one endpoint and attempt to obtain a high
value of α in the estimate of∫ τ

0
Fξ

j+ 1
2

(t)dt−
∫ τ

0
f(u(xj+ 1

2
, t; ξ))dt = O(τ1+α), (29)

for some α > 0. The error is measured in terms of the temporal increment τ
or equivalently the spatial grid size ∆x. Thanks to (22) and (23), we have

Fξ

j+ 1
2

(t) = f(u(xj+ 1
2
, 0+; ξ)) +

∂f(u)

∂t
(xj+ 1

2
, 0+; ξ)t+ · · ·+O(tα). (30)

This is equivalent to the Taylor method for ordinary di�erential equations
and requires the knowledge of the instantaneous values ∂u

∂t , · · · ,
∂αu
∂tα . In

numerical approximations this approach is replaced by multi-stage methods
[22], in order to avoid high order temporal derivatives.

In Section 5 we will see how the Taylor method can be implemented
by introducing the generalized Riemann problem (GRP) methodology. In
a suitable sense, it can be considered as a Lax-Wendro� approach (normally
associated with analytic setting)) in a discontinuous nonlinear framework.
The evaluation of temporal derivatives is carried out by using spatial slopes
on the two sides of a discontinuity [3] and careful inspection of the propagation
of the solution along characteristics (including shock formation).

5 GRP �uxes�a necessary step for high resolution

The Lax-Wendro� approach was proposed in a �nite di�erence version for
hyperbolic conservation laws [20], assuming very regular solutions. Essentially
it can be viewed as the numerical realization of Cauchy-Kovalevskaya theorem
for partial di�erential equations [14, Chapter 4]. In this section we show how
an appropriate modi�cation of it can be applied in our setting of discontinuous
solutions. Speci�cally, this modi�cation is used in the construction of approxi-
mate �uxes with high order of consistency. We shall do it only in the 1−D
setting. We therefore consider the 1−D version of Equation (1):

ut + f(u)x = 0, x ∈ R. (31)

In general, solutions u(x, t; ξ) are known to develop discontinuities even
for very smooth initial data ξ. In particular, the same is true for the �uxes
f(u(x, t; ξ)).Nevertheless, in light of Theorem 2 the integral

∫ τ
0 f(u(x, t; ξ))dt

is a Lipschitz function of x, hence it is legitimate to consider its point value
at every �xed point, in particular the point x = xj+ 1

2
, that is a point of

discontinuity of the initial data ξ. Then we are led to study the behavior of
f(u(xj+1

2
, t; ξ)) as a function of t ∈ (0, τ).

It boils down to solving the Generalized Riemann Problem (GRP) [3, 5])
which we proceed to discuss.
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Let u(xj+1
2
,0+; ξ) be the instantaneous value of the solution (obtained

by solving a Riemann problem) and let

F ξ

j+ 1
2

(0+) = f(u(xj+1
2
,0+; ξ)), (32)

be the corresponding instantaneous �ux.
Let ut(xj+ 1

2
, 0+; ξ) be the instantaneous value of the time-derivative of

the solution. From

f(u(xj+1
2
, t; ξ))

= f(u(xj+ 1
2
, 0+; ξ)) + f ′(u(xj+ 1

2
, 0+; ξ))ut(xj+ 1

2
, 0+; ξ)t+O(t2),

(33)

it follows that ∫ τ

0
F ξ

j+ 1
2

(0+)dt−
∫ τ

0
f(u(xj+ 1

2
, t; ξ))dt

=
1

2
f ′(u(xj+ 1

2
, 0+; ξ))ut(xj+ 1

2
, 0+; ξ)τ2 +O(τ3).

Hence∫ τ

0

[
F ξ

j+ 1
2

(0+)− F ξ

j− 1
2

(0+)
]
dt−

∫ τ

0

[
f(u(xj+ 1

2
, t; ξ))− f(u(xj− 1

2
, t; ξ))

]
dt

=
1

2
[f ′(u(xj+ 1

2
, 0+; ξ))ut(xj+ 1

2
, 0+; ξ)− f ′(u(xj− 1

2
, 0+; ξ))ut(xj− 1

2
, 0+; ξ)]τ2

+O(τ3).
(34)

If no regularity of the solution u(x, t; ξ) is assumed (in particular, if it

is discontinuous) then the approximate �ux F ξ

j+ 1
2

(0+) is only consistent of

order zero (q = 0 in (15)). However, in regions where the solution is smooth
the di�erence

f ′(u(xj+ 1
2
, 0+; ξ))ut(xj+ 1

2
, 0+; ξ)−f ′(u(xj− 1

2
, 0+; ξ))ut(xj− 1

2
, 0+; ξ) = O(τ),

(35)
thus raising the order of consistency to q = 1.

The remedy here is to upgrade the approximate �ux (32) by adding the
GRP solution, thus introducing the GRP �uxes.

De�nition 7 (GRP Approximate Flux). The GRP approximate �ux is
given by

F ξ

j+ 1
2

(t) = f(u(xj+ 1
2
, 0+; ξ)) + f ′(u(xj+ 1

2
, 0+; ξ))ut(xj+ 1

2
, 0+; ξ)t. (36)

Now ∫ τ

0
F ξ

j+ 1
2

(t)dt−
∫ τ

0
f(u(xj+ 1

2
, t; ξ))dt = O(τ3).

In analogy to Proposition 3 we have here



B42 M. BEN-ARTZI

Proposition 4 (GRP �ux). The order of consistency of the GRP �ux is
q = 1 in all cases. For smooth solutions we obtain second-order consistency
(q = 2), since in analogy with (35)

f ′′(u(xj+ 1
2
, 0+; ξ))ut(xj+ 1

2
, 0+; ξ)−f ′′(u(xj− 1

2
, 0+; ξ))ut(xj− 1

2
, 0+; ξ) = O(τ).

(37)

Thus, when reduced to the smooth setting, the common statement about
the second order consistency of this approximate �ux is recovered. We note
that this statement is valid also for the MUSCL �ux.

In the �nal paragraphs of this section we outline this methodology as
applied to Euler's system for compressible, nonisentropic �ows, sort of a
��agship� representing nonlinear systems of conservation laws. We also point
out a few related systems to which the GRP scheme has been successfully
implemented.

5.1. Euler equations of compressible inviscid �ow. As the prototype
of hyperbolic conservation laws, the system of compressible Euler equations

ρt +∇ · (ρv) = 0,

(ρv)t +∇ · (ρv ⊗ v + p) = 0,

(ρE)t +∇ · (v(ρE + p)) = 0,

(38)

plays an important role in the development of theory, numerics and applications,
where ρ, v, p, E = |v|2/2 + e are the density, velocity, pressure and total
energy, e is the internal energy.

As ξ(x) ∈ V 1, i,e., ξ(x) is piecewise linear, the generalized Riemann
problem (GRP) method was developed in [2, 3] and then improved in the
direct Eulerian version [4]. As ξ(x) ∈ V k, k ≥ 2, the GRP method was
extended in [24] to achieve high order approximate �uxes in the sense of
(29).

Some remarks are in order.

(i) There are acoustic versions of GRP methods provided that waves
involved are weak so that the equations (38) could be linearized. The
popular ADER solvers were developed along this line [30]. Hence the
GRP method could be regarded, as already mentioned, as a nonlinear
version of discontinuous Lax-Wendro� method.

(ii) It is amazing to �nd that the GRP method e�ectively re�ects the
thermodynamics of compressible �ows [23].

(iii) There are extensions to various systems, e.g., the relativistic �uid
dynamics [35] and the blood model [26]



CONSISTENCY OF HIGH-ORDER GODUNOV SCHEMES B43

6 Lax-Wendro� type Convergence

The notion of high order consistency of the approximate �uxes (De�nition
5) is crucial in the study of the convergence of the approximate solutions to
a solution of the balance law. We discuss it in the 1−D case.

Applying the �nite volume approximation (19), we construct the discrete
sequence

θ̃n+1(x) = Φk(θ̃n) ∈ V k, n = 0, 1, 2, . . . , N − 1. (39)

The initial data is given by taking the projection of the initial function u0 ∈ U
on the subspace V k. Recall that U is the functional space of solutions of (12)
and V k ⊆ U a �nite dimensional subspace of order k when restricted to each
mesh interval Ij .

θ0 = θ̃0 = P ku0 ∈ V k. (40)

Observe that at each step θ̃n ∈ V k is discontinuous at cell boundaries
x = xj+ 1

2
since the element of V k should preserve the average over Ij .

We shall further assume that these �uxes are consistent of order q > 0
(De�nition 5).

It follows from De�nition 6 (see Equation (16)) that for all grid intervals
Ij , ∫

Ij

[θ̃n+1(x)− θ̃n(x)]dx

= −
∫ tn+1

tn

[F θ̃n

j+ 1
2

(t− tn)− F θ̃n

j− 1
2

(t− tn)]dt, −∞ < j < ∞.

(41)

We now construct an interpolation function (in spacetime) Υ̃k(x, t) as follows.

Υ̃τ (x, t) =
1

τ
[(tn+1 − t)θ̃n(x) + (t− tn)θ̃n+1(x)], t ∈ [tn, tn+1],

n = 0, 1, . . . , N − 1.
(42)

Observe that tn = nτ depends on τ.
Instead of the classical Lax-Wendro� theorem [17, Section 3.1] we get

here the following theorem. We refer to [6] for the proof. It should be
pointed out that the hypotheses imposed in our theorem are quite analogous
to those imposed in the original Lax-Wendro� theorem. Admittedly, from
the viewpoint of a numerical practitioner they are not easy to validate.

Theorem 5. Assume that the FVS (39) is consistent of order q > 0.
Let {τm ↓ 0} be a decreasing sequence of time steps. Let u0 ∈ U and let

{Υ̃τm(x, t)}∞m=1 be the corresponding functions de�ned in (42).
Suppose that

(i) The sequence {Υ̃τm(x, t)}∞m=1 is uniformly bounded in L∞([0, T ], L∞(R)).
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(ii) The sequence {Υ̃τm(x, t)}∞m=1 converges in C([0, T ], L1
loc(R)) to a

function v(x, t) (in particular it is uniformly bounded in this space).

Then v(x, t) is a solution of the balance law (13) in the sense of Theorem
2.
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